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Evaluating Teaching Performance of Teaching-only and
Teaching-and-Research Professors in Higher Education

through Data Analysis
by

Mario Daniel Chávez López

Abstract

We present a study that compares the teaching performance of Teaching-only versus Teaching-
and-research professors at higher education institutions. It is a common belief that, generally,
Teaching-only professors outperform Teaching-and-Research professors in teaching and re-
search universities according to student perception reflected in student surveys. We present
a case study which demonstrates that, in the vast majority of the cases, it is not necessarily
true. Our work analyzes these two type of professors at their ability to function as an intel-
lectual challenger, learning guide and their tendency to be recommended to other students.
The case study takes place at Tecnológico de Monterrey (Tec), a teaching and research private
university in Mexico that has developed a research profile during the last two decades with
a mix of teaching-only and teaching and research faculty members and shows a growing ac-
complishment on world university rankings. We use five datasets from a student survey called
ECOA which accounts observations from 2016 to 2019. We present the results of statistical
and machine learning methods applied when the taught courses of more than nine thousand
professors are taken into account. Methods include Analysis of Variance, Logistic Regres-
sion, Recursive Feature Elimination, Coarsened Exact Matching and Panel Data. Contrary
to common belief we show that, for the case presented, teaching and research professors per-
form better or at least the same as teaching-only professors. We also document the differences
found on teaching with respect to attributes related to courses and professors.

Keywords: Student Evaluation of Teaching (SET), Teaching Professor, Research Pro-
fessor, Teaching Performance, Educational Innovation, Higher Education, Logistic Regres-
sion, Recursive Feature Elimination, Panel Data, ANOVA, Coarsened Exact Matching, Data
Science.
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Chapter 1

Introduction

Teaching evaluation is an active field of research and innovation spanning from elementary
grades to higher education levels [29]. The digital transformation phenomenon has brought
into place new technologies that are revolutionizing modern organizations, including higher
education institutions in which teaching and learning are being transformed with novel ped-
agogical methods that require new ways to assess the quality of education from the admin-
istration, the teacher and the student standpoints [47]. Digital technologies and Artificial In-
telligence methods has made it possible to combine traditional physical presence with online
and virtual approaches in teaching delivery as a worldwide phenomenon. Technologies be-
yond the internet such as the Internet of Things (IoT), Cloud Computing, Big Data, Machine
Learning and Data Analytics, Speech Recognition, Natural Language Understanding, Intelli-
gent Tutoring Systems, and Virtual Reality, to name just a few, are transforming educational
systems in general [33].

Aside from cultural and technological concerns, there exist several methods to con-
duct teacher evaluation that include the development of pedagogical materials, multimedia re-
sources, scoring techniques, book publication, and learning platforms, among others. Nonethe-
less, one of the schemes more frequently used to evaluate teachers is to take into account the
opinion of students about the quality of the service they receive, and this is commonly done
by asking students to fill in surveys of student satisfaction [37].

1.1 Problem statement and context
Evaluation processes at any organization are very important. When it comes to universities, it
is very important to evaluate students and professors. A lot of research has been made about
student’s evaluations, but not necessarily the other way around. Our research aims to evaluate
teaching at Tecnologico de Monterrey’s undergraduate and graduate levels. Student satisfac-
tion has been an important feature in academic’s management approach, which is based on key
concepts such as accountability, visibility, and transparency. How teachers are being evalu-
ated nowadays can be translated to the quality of their teaching and the extent to which student
expectations are being met. Since academic institutions started applying these type of ques-
tionnaires many years ago, faculties have been concerned from the differences between ways
in which students and teachers perceive effective teaching [37] and the high variations among
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their scores. For this reason, many faculty members have been questioning about the specific
variables and characteristics that can make a teacher’s evaluation resulting good or bad. This
identification process has been a major drawback of the academic institution. There is lack of
information when analyzing comments made towards teacher’s performance. Tecnologico de
Monterrey applies a student satisfaction survey at the end of every semester in order to evalu-
ate teacher’s performance. This form is answered by approximately 90% of enrolled students
of the 26 different campuses located around Mexico. This survey has been applied for the past
five years and it has served as a way of measuring actual performance, student’s satisfiability
and effective decision-making related to new trainings and hiring strategic teaching staff. The
objective of this survey system is to obtain fast, reliable and unique information of the opin-
ions that Tecnológico de Monterrey’s students make about their courses, professors, directors
and services offered by their Campus. ECOA is organized as follows: Professors’ Teaching
Evaluation which can cover theoretical groups, Laboratory Courses, Project courses, Thesis
Groups and co-curricular subjects. Also, it covers evaluation and comments on a specific ca-
reer director. In addition, general items are covered at the end of the survey related to learning
processes, student affairs, services and facilities, managerial performance and organizational
pulse, and comments about the main library. With this research, we intend to take a com-
plete advantage of what Tec’s main clients are saying about their institution at those surveys
only focusing on the information related to professor’s teaching evaluation. The amount of
generated data through years can be manipulated in certain ways in order to extract important
knowledge from them, identify patterns of behavior and understand how its context affect
teaching evaluation at Tec.

Tecnologico de Monterrey struggles on identifying the specific characteristics that teach-
ing staff need to have in order to satisfy University’s quality measures and students’ needs. We
believe that, by paying more attention to ECOA’s information specifically in a Data Analytic
way, several academic activities could be done differently and improvements on academic ser-
vices can be made. Tec de Monterrey needs to be constantly changing their teaching strategies
in order to meet their necessities at different levels. Since university rankings have become
a very relevant factor in the past decade, there is a need of measuring quality and academic
performance effectively. One way of doing this is by making an in-depth analysis of what are
their main assets (students) reviewing about their teaching staff, available academic resources
and courses. At Tec, we want to know what are the main reasons why are there still discrep-
ancies between what the institution thinks is best among their offered services and what their
alumni are perceiving and evaluating after they finish specific courses. By approaching this
problem in this specific way, we believe we can find those main reasons and apply effective
solutions in future periods. The results of our study can aid in identifying teaching evaluation
approaches that truly respond to the needs of those who evaluate teaching performance [37].

1.2 Motivation
The idea of carrying out this research project came mainly from the members of the Tec de
Monterrey Scienciometric Department. They had heard and seen for a while comments from
different people which stated or commented that, normally the research professors do not usu-
ally perform better in the classes than the non-research teachers. This seemed quite strange
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to them since, according to their criteria, normally a research professor knows more about
the subjects he is teaching, is more up-to-date, has a better command, contributes new knowl-
edge in those areas, etc. Therefore, this knowledge should be translated in a simple way in
the classes. But apparently, taking into account comments from people and the state of the
art, it was thought not to be true. Shortly after, they came up with the idea of approaching
this topic focusing on the analysis of the opinions of the students exposed in the satisfaction
surveys of each semester. So, they decided to invite me to carry out this analysis. It seemed
quite interesting to me since I already had more than 4 years of experience evaluating my
teachers and I found that debate very relevant because I had already heard certain rumors. I
also liked this topic very much because unlike me the members of this department and my
advisers had a long time experiencing on the other side of the problem, that is, being a teacher
and a researcher. Hence, when it comes to teaching evaluation at academic institutions, we
know that it is of common belief that generally, teaching-only professors outperform teaching-
and-research professors in teaching and research universities according to student perception
reflected in student surveys. We believe this rumor has been developed because of inferences
related to the idea that teaching-only professors are better at teaching because they are 100%
dedicated to students’ learning by preparing their classes, designing new courses, being avail-
able for tutoring and they usually have a certificate that supports their way of teaching. In
the case of teaching-and-research professors, since they dedicate closely half or more than
half of their time to research, they neglect the development of other skills such as teaching.
And, an additional inference is that, most people who are research-oriented and highly knowl-
edgeable are not good at teaching or sharing information in an effective way to students. So,
our motivation lies in the fact of presenting a case study, applied in Tecnologico de Mon-
terrey, that will show experimental evidence that demonstrates if this idea is true or not. In
other words, present a study that compare the teaching performance of teaching-only versus
teaching-and-research professors at higher education institutions.

1.3 Hypothesis and Research Questions
As working hypothesis we assume that teaching-only professors are better evaluated by stu-
dents compared to teaching-and-research professors (Ho). The alternate hypothesis is that
teaching-only professors are evaluated either worse or the same by students than teaching and
research professors (Ha).

Hence, our main research question is whether or not teaching-only professors perform
better than teaching and research professors according to student opinion in teaching and re-
search institutions. We contribute to the discussion of this issue by making a detailed analysis
of data collected from the teaching evaluation survey ”ECOA”, (tudent Opinion Survey, in En-
glish), which is answered by students at Tecnológico de Monterrey, a teaching and research
private university in Mexico. Teacher evaluation through survey that gathers student degree of
satisfaction has a long tradition at Tecnológico de Monterrey and has been applied since the
middle 70s up to now and has evolved over the years. We believe that the results of this anal-
ysis could be relevant to academic institutions with a teaching and research profile and could
support the development of efficient research and teaching strategies in those institutions.

We consider the following as our research questions:
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• Are Teaching-only Professors better evaluated by students than Teaching-and-Research
Professors?

• Regarding the ECOA’s Intellectual Challenge Factor towards the student, are Teaching-
only Professors better evaluated by their students than those teachers that are not con-
sidered researchers?

• With respect to the ECOA’s Learning Guide Factor, are Teaching-only Professors better
evaluated by students compared to Teaching-and-Research Professors?

• Taking into account ECOA’s Recommended Professor Factor, are Teaching-Only Pro-
fessors more recommended by students than Teaching-and-Research Professors?

• Can we state in a statistical way that the teaching performance of Male Professors is
higher than Female Professors?

• Does Professors’ teaching experience determines their good or bad evaluation?

• How different is teaching evaluation given by Senior students than Junior ones?

• Does a higher researcher proficiency level ensures higher performance in teaching?

• Does aging affects negatively teaching quality in teaching-only and teaching-and-research
professors?

• Is there a significant difference in teaching evaluation’s scores between distinct aca-
demic levels?

1.4 Objectives
Our general objective is to identify patterns in the behavior of the variables that affect the
teacher’s evaluation when they are identified as researcher and also when they are not, un-
derstand how to segment them and create analytical models that help improve the quality of
teaching in the institution through the discovery of knowledge and efficient decision making.
The particular goals to achieve as we conduct this research are:

• Determine if Teaching-Only Professors have a better teaching performance than Teaching-
and-Research professors.

• State what are the main characteristics which makes a professor being good evaluated.

• Analyze the correlations that certain variables have to determine the evaluation of these
two types of professors.

• Analyze how Teaching-only and Teaching-and-Research Professors are evaluated at the
different schools of Tec de Monterrey.

• Determine if student’s maturity level, measured by their student class standing, is key
for a teacher to be rated highly or lower.
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• Establish corrective actions in order to improve educational services.

• Facilitate teaching staff hiring by developing predictive models that will ensure student
satisfaction.

1.5 Solution Overview
First of all, we decided to use the Cross Industry Standard Process for Data Mining Method-
ology which helped us to face this problem by understanding the business, understanding the
data, preparing the data, decide which models to implement, evaluate our results and deploy
them. Our solution consists of preprocessing our data with the Coarsened Exact Matching
Algorithm, clean and prepare data, compute the means of the ECOA results of the two types
of professors. Filter the results in several ways, apply ANOVA in each of the cases in order
to identify statistical differences. Moreover, apply Recursive Feature Elimination to identify
those features who have a stronger correlation to the ECOA score. Make use of Logistic Re-
gression in order to create the best predictive model. Finally, apply Panel Data Modelling
with the intention of observing the influence of certain group and professor features among
time.

1.6 Main Contributions
Our research contributes to the discussion of the comparison of teaching performance between
Teaching-only and Teaching-and-Research Professors. We present forceful answers to this
question by taking Tec de Monterrey as our study case. We present a study in which we report
what makes a professor being good or bad evaluated. And, we present an example of a data
analytic framework that other academic institutions could follow and apply in order to answer
these same type of research questions and get benefited by their results. If this were the case,
we could finally get a more general answer to this question that could apply to the behavior
of vast majority of universities.

1.7 Summary
In this first chapter, we have discussed the main factor by which this thesis will be developed
around, teaching evaluation. Specifically, we want to analyze the teaching performance of
professors from Tecnologico de Monterrey who are solely dedicated to teaching and compare
them to those professors who also perform research. We identify the first type of professors as
Teaching-only Professors and second ones as Teaching-and-Research Professors. The forego-
ing, by making use of data collected from ECOA, Tec’s Student Survey Opinion. We want to
see if Teaching-only Professors are better evaluated by students than Teaching-and-Research
Professors through three specific academic factors that are covered in this survey, Intellectual
Challenge, Learning Guide and Recommended Professor. In addition, by applying methods
of data analysis we hope to identify professor’s features that are positively correlated to the
score of the evaluation made by students.
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To address these issues, we organized this thesis as follows: in Chapter 1 we introduce
you to our problem and the main goal of our research. Then, in Chapter 2 we present ways in
which similar studies have been implemented related to this area and the theory behind several
data analytic techniques. Moreover, the thesis follows CRISP-DM’s structure at the beginning
of Chapter 3 in which we understand our business and the data to use, then we prepare the
data and we finish it by stating the specific models we will apply. Later on, in Chapter 4 we
present the results of those experiments and their respective evaluations. After that, through
Chapter 5 we discuss the findings we obtained through the interpretation of the results we got
and we give way to the last phase of the CRISP methodology when we mention several ways
how those results could be used to improve academic strategies. Finally, Chapter 6 comes
to be the last part of the thesis where we state our conclusions when taking into account the
implemented work.



Chapter 2

Background

2.1 Teacher Evaluation in Teaching and Research Universi-
ties

Teaching evaluations performed by students have been used as a measure of teaching perfor-
mance in several higher education institutions all over the world [37]. These evaluations have
developed relatively complex procedures and instruments for gathering, analyzing and inter-
preting data as the main indicator of teaching quality [48]. Teaching evaluations have been
utilized for faculty personnel decisions. This type of evaluations follow three purposes, im-
proving teaching quality, provide input for appraisal exercises and demonstrating the presence
of adequate procedures for ensuring quality. The specific results help to improve the quality
of their teaching.

Teaching effectiveness has received much attention in research literature. In the decision-
making process of higher education, teaching effectiveness plays an important role. Usually,
teaching evaluation is measured through some student questionnaire designed to measure ob-
served teaching behaviors and styles. The vast majority of universities use student assess-
ments to evaluate teaching performance at their institution, since there is no other validated
alternative that is practical to implement regularly [4]. These evaluations have served as for-
mative and as concise measurements of teaching. It goes from improving professor’s teaching,
improving course’s content and format, influencing professor’s tenure, promotion and salary
rises and making these results available for students to use in the selection of teachers and
concerts [37]. Moreover, these type evaluations are a way of acquiring information about the
experience of the student through a specific course. When an academic institution is aware of
the satisfaction of their students during their learning process, more efficient academic strate-
gies can be implemented which can maintain student’s motivation that will lead to achieve
precise and meaningful learning [5].

One of the objectives of the Student Evaluation of Teaching work is to examine whether
an inappropriately designed teaching evaluation that, in the perception of students, hinders
students from providing valid or meaningful feedback will affect their motivation to partic-
ipate in the evaluation. In order to prove this, a study applied expected theory which has
successfully predicted behaviour in various context [26]. The choice of the amount of effort
that the person exerts is based on a systematic analysis of the values of the rewards from these
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outcomes, the likelihood that rewards will result from these outcomes and the likelihood of
reaching these outcomes through his or her actions and efforts. Expectancy theory is com-
posed of two related models, the valence and the force model. In this case application of the
theory, the valence model shows that the overall attractiveness of a teaching evaluation system
to a student, which is expressed as Vj, is the summation of the products of the attractiveness
of those outcomes associated with the system (Vk) and the probability that the system will
produce those outcomes (Ijk). Vj is the the attractiveness of a teaching evaluation , Vk is
the valence, of outcome k (second level outcome) and Ijk is the perceived probability that the
teaching evaluation will lead to outcome k. This can bee seen in equation 2.1.

Vj =
n∑

k=1

(Vk × Ijk) (2.1)

For this study, the four potential outcomes (k = 4), are the four uses of teaching evaluations
that are described in the literature. On the other hand, the force model shows that a student’s
motivation to exert effort into a teaching evaluation system (Fi) is the summation of the prod-
ucts of the attractiveness of the system (Vj) and the probability that a certain level of effort
will result in a successful contribution to the system (Eij):

Fi =
n∑

j=1

(Eij × Vj) (2.2)

Fi is the motivational force to participate in a teaching evaluation at some level i, Eij is
the expectancy that a particular level of participation (or effort) will result in a successful con-
tribution to the evaluation and Vj is the valence, or attractiveness, of the teaching evaluation,
derived in the previous equation of the valence model. In the valence method, each partici-
pant in a teaching evaluation system evaluates the system’s outcome and subjectively assesses
the likelihood that these outcomes will occur. Student uses the force model to determine the
amount of effort he or she is willing to exert in the evaluation process.

This study was conducted for a population between 15 000 to 20 000 total enroll stu-
dents. The instrument was administered at the beginning of a regularly scheduled class around
the middle of the quarter to all the students who were present on that particular day. Students
other than freshmen and seniors were eliminated from the sample as were the instruments
with incomplete data [2]. This resulted in 208 usable instruments completed by 105 freshman
and 103 senior students. The main question asked was, in general, how do you describe the
professor you have had at this institution?. They used a scale with a range of 0 to 10 where
0 represents very bad and 10 represents very good. The question asked was, What is your
general impression about the course evaluation system?. Again they used a scale with a range
of 0 to 10. 0 represented ‘useless’ and 10 represented ‘very useful’. Basically, they used
the freshmen versus seniors design to examine whether freshmen and seniors have different
motivations to participate in the teaching evaluation system.

The participants were presented with 16 hypothetical situations. They were supposed to
detach themselves from their past experiences and evaluate the hypothetical situations from a
third party perspective. If the respondents were successful in doing this, they would expect
to find no correlation between their actual experiences with student-generated evaluations or
background and their responses. In order to test this, they calculated Pearson’s correlations
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between the R2 value of the valence model and four selected demographic factors. These
factors are gender, grade point average (GPA), impression of professors and perception about
the evaluation system. The coding of gender was 1 for male and 0 for female. The impression
of professors and perception about the evaluation system were measured by two 11 point
scale demographic questions. They also calculated the correlation between the R2 value of
the force model and the four demographic factors. They used those correlations to assess
whether the subjects were able to evaluate the 16 hypothetical situations objectively without
bias and thus were appropriate for the study. They applied multiple regression analysis to
determine each student’s perception of the attractiveness of participating in the evaluation.
They have also used t-tests to investigate whether there is a difference between the freshman
and senior groups in their perception of the attractiveness of the four second level outcomes
[26]. This was one example of other researchers approached this type of problem with data
analysis techniques. We intend to have a similar approach in order to contribute to this issue.

Student evaluation of teaching (SET) at higher education institutions spans undergrad-
uate and graduate academic levels and has been an active field of research for the last few
decades. The evaluation of teachers by students and the consequences that those evaluations
impinges on teacher wages, faculty career and promotion has been widely criticized and keeps
being a vigorous area of study. However, appealing to student evaluation of teachers through
surveys and questionnaires arguably provides an objective and measurable means of lifting the
voice of the learners, who are recipients of teaching delivery. Tsinidu et al present a study in
which they identify the quality determinants for education services provided by higher educa-
tion institutions in Greece and to measure their relative importance from the students’ points
of view.

They show a multi-criteria decision-making methodology that was used for assessing
the relative importance of quality determinants that affect student satisfaction. They use the
analytical hierarchical process (AHP) in order to measure the relative weight of each quality
factor that contributes to the quality of educational services as it is perceived by students
was measured. Their study can be used in order to quantify internal quality assessment of
higher education institutions [68]. In order to acquire a broader panorama, it is important to
analyze what evidence does exists on the relationship between research activity and teaching
performance. This will allow us to have a better knowledge on the relationship between
the effective production of research results and student satisfaction [55]. On the one hand,
Steve Stack analyses the relationship between research productivity and student evaluations of
teaching and reports that it has been marked by several shortcomings. He argues that research
typically fails to check and adjust for nonlinear distributions in research productivity and that
approximately 15% of researchers account for most articles and citations. Then, he highlights
that the unit of analysis is typically the teacher and not the class and that top researchers
might disproportionately teach small classes at the graduate level, and student evaluations are
usually higher in such classes.

His study intends to correct those issues using data from 167 classes in the social sci-
ences and on 65 faculty. He finds that the quality of research productivity measured in citations
per year is not related to student evaluation of teaching. And he finds that when the distribu-
tion of citations is corrected for skewness, a significant positive relationship between research
productivity and student evaluation of teachers emerges. And he concludes that this is the
first systematic investigation to demonstrate a significant relationship between the quality of
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research (measured by citations) and student evaluation of teachers [48]. In addition, we have
also found that those teaching-and-research professors, who are more active in their research
activities, have less favorable aptitudes to teaching, and teachers who are less productive in
research are most the most committed to teaching [38]. In other words, we have found some
evidence in the state of the art which conclude that there is no relationship between teaching
performance and the development of research.

On the other hand, Spooren et al presented an overview of the state of the art on student
evaluation of teaching in higher education. Their study is based upon research reports pub-
lished in peer-reviewed journals since 2000. They consider the traditional topics such as the
dimensionality debate, the bias question, and questionnaire design, and some recent research
trends in student teaching evaluation, such as online and some other bias including profes-
sors’ character and personality, thus allowing researchers to formulate suggestions for future
research. Spooren at al continue arguing that teacher evaluation through student survey re-
mains a current yet delicate topic in higher education, as well as in education research. They
add that many stakeholders are not convinced of the usefulness and validity of student evalu-
ation of teachers. They conclude that research on student evaluation of teaching has thus far
failed to provide clear answers to several critical questions concerning the validity of teacher
assessment [65].

The studies above present the state of the art in teacher evaluation at higher education.
This overview allows us the focus on the sort of universities we are interested. These institu-
tions are the teaching and research universities on which teaching is typically done by profes-
sors that follow either a teaching-only track or a teaching and research path. Those universities
are frequently included in world university rankings that display tables of top-1000 universi-
ties in the world like Shanghai, QS, Times Higher Education, U-Multirank, or US News and
World Report. World university rankings have been in the landscape of higher education for
the last two decades and have become a relevant factor to measure quality and performance
of universities as well as public perception and reputation worldwide [17]. Some rankings
focus on research intensive universities which is the case of the Shanghai ranking (Academic
Ranking of World Universities) which takes into account Nobel prices awardees as well as
publications in the journals Nature and Science. The Times Higher Education World Univer-
sity Ranking (THE WUR) also favors universities with a high research profile, and US News
and World Report’s Best Global University Ranking also is biased towards research intensive
universities. On the other hand, the QS world University Ranking (QS WUR) calculates uni-
versity scores based on a more balanced combination of teaching and research indicators the
include academic reputation, employer reputation, citation per faculty, students per faculty,
and international students and professors which is more suitable for teaching and research
universities without excluding research intensive institutions. Thus, this thesis is focused on
higher education institutions ranked by QS WUR.

Student education in research-intensive universities which are typically ranked on the
Top 100 of the QS WUR and other world university rankings is mostly done by professors
that educate their students following a research-based teaching approach. However, universi-
ties that are teaching and research and not only research intensive found on the 101-1000 QS
rankings band, combine both teaching-only and teaching and research professors in teaching
delivery [18]. Since the impact of the academic research output is one of the most important
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metrics for this type of ranking, universities who have a place at a certain rank spend a signif-
icant amount of resources on funding research. A higher impact and an increase in research
output can guarantee a better position in world university rankings. We have notice that there
is research that focuses on how that strategy could work [16]. Research can create positive
collateral effects in teaching by having updated courses [6], when the committee in charge of
a specific course counts with a frequent research performance, it is easier to deliver updated
courses since they maintain familiarize with the state of the art. Thus, universities aim at
balancing the proportion of teaching-only and research professors to be listed in the ranking
tables and at the same time, fulfil the mission of educating and preparing students for the
professional life. We have found that the relationship between research activity and teaching
performance has been part of a strong questioning. Depending on the benefits provided by the
educational institution, there may be a selection of professors for research and teaching-only
[28][8]. However, as found in the literature where the relationship quality of teaching and
research has been seen as a synergy [54], we think that research and teaching match perfectly.
Most research professors, on top of their research activities, frequently teach a proportion of
at least half course lectures of their teaching load at graduate and undergraduate academic
levels.

We also have seen that we can highlight three types of relationships between quality
of research and teaching performance. The first one relates to a positive relationship when
the skills developed through a professor’s research experience complement their teaching
skills. Teaching-and-Research Professor can boost student’s critical thinking and research
skills when high impact problems are attacked. The second one discusses that there could
be a negative connection as we know that teaching-and-research professors require to make
a harder effort and time to preform efficiently in both areas. The negative side of this is that
time and effort dedicated to one area reduces the same for the other one, unless they have
similar activities that makes one not necessarily quarrel with the other. Finally, the third side
of this story is a more neutral one when we base on assuming that these activities do not relate
at all [69].

Nevertheless, the academic education and activities of a research professor may be dif-
ferent from the ones a professor who is fully dedicated to teaching students do. For many
years, there has been a debate about the role and importance of research activity with respect
to teaching performance. In many cases, there is a general belief that at least in teaching-
oriented universities, teaching-only professors outperform teaching and research professors
based on student opinion, in this study, we want to provide evidence that this could not be
necessarily the case. Additionally, research has not been a characteristic that students evalu-
ate when they assess professor performance through opinion surveys at the end of an academic
period. However, this theme is a subject of enduring debate.

Another similar work to the one that is intended for this research was found in the litera-
ture. This article was developed with the intention of validating Student Valuation of Teaching
as many stakeholders were not convinced of its usefulness for formative purposes. The paper
provided a complete overview from 2000 to 2013, on Student Evaluation of Teaching (SET)
in higher education [48]. These type of student assessments have been the most commonly
used measure to estimate the quality of teaching at higher education institutions [55]. In Ta-
ble 2.1 we illustrate an overview of studies performed in the last 19 years related to student,
teacher and course characteristics that are closely related to affect SET. It was found that these
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characteristics are significant and logically related to effective teaching performance.
One of the major aspects why certain findings were contrary to each other is due to

generalization. There are a great variety of methods, measures, variables, instruments and
populations on all the studies. That can be translated to high degree of variation which makes
it almost impossible to make statements concerning. This research literature has shown us the
existence of correlations between student achievement and SET scores. The results provided
evidence to validate SET. On the other hand, this work states there is still variety in stakehold-
ers’ views due to variety in the measurement of student achievement so, Student Evaluation
Teaching can not be the only indicator of teaching effectiveness. In summary, the research
literature revealed the existence of (small to strong) positive correlations between SET scores
and student achievement, expert ratings of teaching behavior, self-ratings, and alumni ratings.
These results provide evidence of the convergent validity of SET. However, due to the variety
in stakeholders’ views concerning good teaching and due to the variety in the measurement
of student achievement, SET should not be the only indicator of teaching effectiveness in
personnel files [64].

Characteristics Measure Interpretation
Student’s
Cognitive

Background

Student’s Major and
Year of Enrollment

Mature students majoring in the
same subject as the course, give

a higher score [66].

Student’s
Effort Student Effort

Teachers who encourage students
to make more effort in the course,

get a higher score in SET [39].

Student’s Gender Student’s gender

Gender preferences: Female students
give higher ratings to female teachers.
Female students give higher SET than

male students [11, 22, 45].
Student’s Age Age The greater the age, the higher the SET [47].

Grade Discrepancy
Difference between
expected grade and

believed deserved grade

Students tend to punish teachers when
expected grades are lower than they believed

to deserve [36].

Teacher Instructor’s
Gender Gender

Two studies showed that Female Teachers
receive higher SET. Another study showed

that Male Teachers receive higher SET [10, 61, 51, 50].
Instructor’s Age Teacher’s Age Younger teachers receive higher SET [51].

Instructor’s Language
Background

English as a second
language (ELS) vs. Native

Speakers

ELS speakers receive lower SET than native
speakers especially in the science faculties [53].

Instructor’s Rank

Full-time Professors
vs.

Professors, Associate
Professors, Lecturers, and

Junior Lecturers

Full-time professors receive
higher SET than

associate professors
and professors [51, 63, 66].

Course Level Course’s year level SET in higher year level are more positive [59].

Table 2.1: SET Results based on students’ and professors’ features.
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2.2 Theoretical framework

2.2.1 Data Analytic Approach
The past twenty years have been composed of extensive investments in business infrastruc-
ture, which have propitiated an extensive generation, collection and sharing of data. In fact,
nowadays about 2.5 exabytes of data are being created and every three years that number is
being doubled [49]. At the same time, this information is being widely available not only
for companies but for society, in order to show transparency and congruence. As we know,
a good interpretation of data can be translated to generation of knowledge, which can be use
to benefit companies and organizations in several ways. With this knowledge being created
and being available at all times, companies in almost every industry are focusing more on
exploiting this data with the intention of gaining important competitive advantage [56]. Since
data have surpassed our capacity for manual analysis, several data mining techniques and data
analytic tools have been developed which has let us learn from the behaviour of our business
performance. A data analytic approach to business problems help us understand the princi-
ples of extracting useful knowledge from data. This data thinking and perspective provides
structure that will be transformed to framework that will allow us to systematically analyze
problems [56] Facing up problems data-drivenly we left as side solving situations intuitively.
It has been proved that the more data-driven a company is, the more productive it is as they
tend to identify risk situations before they actually happen [49].

As the Big Data era have arise, new processing technologies are being used for im-
plementing data mining techniques. At this work, we will acquire this precise data-analytic
approach in order to understand business problem, understand data, prepare data, develop
predictive models, evaluate results and establish corrective actions that will improve teacher’s
performance.

There are several data analysis and machine learning techniques which are applied to
manipulate data and answer research questions. Here are some utilized and helpful ones
found in the literature review.

2.2.2 Logistic Regression
Logistic regression is a classification learning algorithm. It is called regression because the
mathematical formulation of it, is similar to the linear regression one. We can explain logistic
regression on the case of binary classification but it could also extended to a multiclass classi-
fication. In a logistic regression, we want to model yi as a linear function of xi, however, with
a binary yi this is not directly possible. The linear combination of features such as wxi + b is
a function that spans from minus infinity to plus infinity, while yi has only two possible val-
ues. When we define negative labels as 0 and positive labels as 1, we would just need simple
continuous function that goes from 0 to 1. In that case, when the returned value of the model
for input x is closer to 1, then we assign a negative label to x, if not, it is labeled as positive.
The function that has such a property is the sigmoid function shown in equation 2.3. ε is the
base of the natural logarithm [15].

f(x) =
1

1 − ε−x
(2.3)
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The logistic regression model is illustrated in equation 2.4

fw,b(x) =
1

1 + ε−(wx+b)
(2.4)

The values of w and b can be optimized appropriately, we interpret the output of f(x) as
the probability of yi being positive. Typically our threshold is 0.5, if it’s higher than that, the
model tells us that the class of x is positive, otherwise it would be negative. In this algorithm
we maximize the likelihood of our training set according to the model. This likelihood func-
tion defines how likely the observation is according to our model. The optimization criterion
in logistic regression is called maximum likelihood. Instead of minimizing the average loss,
like in linear regression, we now maximize the likelihood of the training data according to our
model. In practice, it’s more convenient to maximize the log-likelihood instead of likelihood.
The log-likelihood is defined like follows:

LogLw,b = ln(L(w,b(x)) =
N∑
i=1

yilnfw,b(x) + (1 − y)ln(1 − fw,b(x)) (2.5)

Because ln is an increasing function, when we maximize the function we miximize its
argument, so the solution to the new optimization problem is the same as the solution of the
original problem [15].

Once we have a model with a learning algorithm built with a training set, we need to
verify how good is our logistic regression model. Hence, we use the test set to asses it. In
this case, for classification, the most widely used metrics and tools to assess the classification
model are: confusion matrix, area under the ROC curve, accuracy, among others. We will
explain the first two.

Confusion Matrix

The confusion matrix is a table which summarizes how successful the classification model
is at predicting examples belonging to various classes. One axis of the confusion matrix is
the label that the model predicted, and the other axis is the actual label. Table 2.2 helps us
understand the concept behind it by showing an example when a model wants to predict if an
email is spam or not spam [15].

Spam (Predicted Not Spam (Predicted)
Spam (Actual) 23 (TP) 1 (FN)
Not Spam (Actual) 12 (FP) 556 (TN)

Table 2.2: Confusion Matrix Example

In other words, a confusion matrix can tell us that a model trained to recognize species
of animals tends to mistakenly predict “dog” instead of “cat,” or “whale” instead of “shark.”
In this case, you can decide to add more labeled examples of these species to help the learning
algorithm to “see” the difference between them. Additionally, with confusion matrix we can
also calculate the precision and recall, two other performance metrics. Precision is define
as the ratio of correct positive predictions to the overall number of positive predictions. We
identify recall as the ratio of correct positive predictions to the overall number of positive
examples in the dataset [30] [15].
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Receiver Operating Characteristics

The ROC curve is a very common method which assesses the performance of classification
models. In order to build up a summary picture of the classification performance, it is defined
by the combination of the true positive rate and false positive rate. They both are defined as
the following.

TPR =
TP

TP + FN
(2.6)

FPR =
FP

FP + TN
(2.7)

The higher the area under the ROC curve (AUC), the better the classifier. A classifier
with an AUC higher than 0.5 is better than a random classifier. If AUC is lower than 0.5,
then something is wrong with your model. A perfect classifier would have an AUC of 1 [15].
Figure 2.1 illustrates an example of a ROC Curve.

Figure 2.1: ROC Curve Example

2.2.3 Recursive Feature Elimination
In a classification problem with relatively low training samples and high dimensionality, fea-
ture selection is a critic process which has an important role when avoiding overfitting. One
of the most used methods for feature selection of dataset with lots of features is called Recur-
sive Feature Elimination. It utilizes the generalization capability presented in Support Vector
Machines (SVM). It removes the least important features whose removing will have the least
effect on training errors [25].

2.2.4 Panel Data
Panel data is also referred as longitudinal data, in other words, data containing time series ob-
servations of a number of individuals. Hence, the observations presented in this type of dataset
involve at least two dimensions, a cross-sectional dimension, and a time series dimension. It
presents a variety of advantages, it is more accurate inference of model parameters, it has a
greater capacity for capturing the complexity of human behavior than a single cross-section, it
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controls the impact of omitted variables and uncovers dynamic relationships[41]. Panel data
also gives more informative data, more variability, a lower collinearity between features, and
more degrees of freedom that can lead to more efficiency [60].

Ordinary Least Squares in Panel Data

There are several methods that can be applied when our datasets have a panel data format.
The first one is the Pooled regression model, this type of model has constant coefficients,
which refers to both intercepts and slopes. The data can be pooled and an ordinary least
squares regression model can be applied to it. Our second model is called Fixed effects, it is
the differences across cross-sectional observations that can be captured in differences in the
constant term and the intercept term of the regression model varies across the cross sectional
units [40]. Finally, the third most used method we identify it as Random Effects model. In
this case, the individual effects are randomly distributed across the cross-sectional units and
in order to capture the individual effects, the regression model is specified with an intercept
term representing an overall constant term [60].

2.2.5 Matching
Matching is a statistically very powerful technique developed by Gary King, Stefano M. Ia-
cus, and Giuseppe Porro. It was developed in R Statistical Programming Language and it is
called Coarsened Exact Matching (CEM). It is relatively new and simple to use. Gary King
refers to it as a method that should be introduced in casual inference courses, before even
teaching regression. For other matching methods, usually students learn causal inference,
then regression and its type of problems, then they analyze the results and try to correct the
problems and they they might do matching. These three Harvard researchers state that it is
much simpler to start with matching because it conveys very clearly what the control and
treated groups are. CEM optimizes balance between these two groups, one of its main goals
is to get a treated and a control group that are the same prior the application of a statistical
or machine learning method. Most of matching methods such as Propensity Score Matching
and Mahalanobis Distance matching either optimize imbalance or they try to get the largest
number of possible observations and we end up seeing whether if we achieved any balance at
the end of the procedure. We should be doing both, that is why CEM was created [44].

Gary King mentions that it should rather been called pruning instead of matching, be-
cause basically that is what it does. It prunes away certain observations under specific condi-
tions so we do not create selection bias. One of the most important aspects of this method is
that the final dataset results with less model dependence, meaning less changes to the results
due to small decisions. CEM does not create selection bias because it is a function of the ex-
planatory variable and not the dependent one. Coarsened Exact Matching is a preprocessing
method. Once data has been preprocessed we can apply to it any method we want. Without
applying this method imbalance between the treated and control groups leads to model depen-
dence which leads to researcher discretion because when there is model dependence, we get
to decide which model to write up. It can be completely automated and it is fast computation-
ally. This process involves pruning observations that have no close matches on pre-treatment
covariates in both the treated and control groups. It basically involves three steps. First it
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temporarily coarsen each control variable in X as much as we are willing to. It sorts all units
into strata, each of which has the same values of the coarsened X. Finally, it prunes from
the original dataset the units in any stratum that does not include at least one treated and one
control unit [42].

2.2.6 Additional Approaches
Decision Trees

Is a decision support system expressed as a tree-like graph illustrating their possible after-
effect. It includes a root node, leaf nodes that represent any classes, internal nodes that
represent test conditions which are applied to attributes. This technique is usually easy to
understand by the end user. This technique makes possible to handle a variety of input data,
either nominal, numeric or textual [46].

Random Forest

Is one of the most efficient classification methods. It is the collection of tree-structured classi-
fiers. In this case, random forest splits each node using the best among a subset of predictors
randomly chosen at that node. A new training dataset is created from the original dataset with
replacement. Then, a tree is grown using random feature selection [2]. This technique has
shown excellent performance in datasets where the number of variables is much larger than
the number of observations, it also can cope with complex interaction structures as well as
highly correlated variables and return measures of variable importance [13].

Neural Networks

They provide a more suitable inductive bias than competing techniques. They tend to have
a more appropriate restricted hypothesis space bias than other learning algorithms. In some
cases they are the preferred learning method because they induce hypotheses that general-
ize better than other algorithms. There are certain type of problem domains in which this
technique provide superior predictive accuracy to commonly used learning algorithms [27].

2.3 Actionable Knowledge Discovery
Data mining has been facing challenging problems when it comes to real-life business needs[20].
Among those challenges, there are often several patterns mined but it gets complex when we
try to make them informative and transparent to business management people.

Those patterns often can be either commonsense or of no interest to business needs.
In addition, it is common for business people to get confused while analyzing data mining
results, and they struggle on why and how they should care and act regarding those findings
[21].

Business departments are often not well trained in order to interpret important results.
It has been found that there is a gap between business expectations and research and devel-
opment results, as well as between data miners and business analysts. Both intermediaries
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have realized the importance of domain knowledge among both sides in order to close this
gap and start developing actionable knowledge for decision makers [20]. Most techniques are
represented as algorithms which summarize training-data distributions in one way or another.
Their output models are typically mathematical formulas or classification results describing
test data. This means that they are data centric, those models do not correspond to actions
that will bring desirable states. Data mining models should generate actions that can be per-
formed either automatically or semiautomatically. In that way data mining system will be
truly considered actionable [19]. Regarding this, there is a need of developing a general, ef-
fective and practical methodology in order to achieve actionable knowledge discovery (AKD).
This system follows Domain-Driven Data Mining’s Methodology. AKD is critical in promot-
ing and releasing data mining’s and knowledge discovery’s productivity for decision making
and business operations. Actionability refers to measuring the ability of a pattern to suggest
the user on making specific actions to gain advantage in the real problem. In other words,
it measures the ability of suggesting business decision-making actions[21]. Since traditional
Knowledge Discovery in Databases (KDD)is only a data-driven consisted of a trial and er-
ror process which targets automated hidden knowledge discovery, it can not satisfy business
problems. Literature shows that the goals of traditional data mining is to let data to create and
verify research innovation, demonstrate and motivate the use of novel algorithms discovering
knowledge of interest to researchers [19]. That is why, some type of KDD needs to support
commercial actions, support business requirements for trustworthy, cost-effective and reliable
performance.

When it comes to Domain-driven data mining we say it is consisted of the following key
components. Understanding, defining and involving domain intelligence. Data mining where
there is a constraint-based context. In addition, a pattern discovery targets mining in-depth
patterns. It presented as a loop-closed iterative refinement process. Mined results must be
actionable in business [19].

According to research, Actionable Knowledge Discovery involves the activities illus-
trated in the following figure 2.2. These highly correlated ideas are critical for the success of
a data mining process in the real world problem.

Figure 2.2: Actionable Knowledge Discovery Process Model

Nowadays, data mining must be closely related to business knowledge and technical
knowledge at all times. It has been found that Data miners often lack business domain knowl-
edge when they perform mining and modeling tasks. Business experts are the ones who can
help throughout the data mining life cycle. In order to create an efficient model, they must
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guide the exploration process, acting as navigators while data miners do the driving. In that
way, Knowledge-driven data mining and business experts will identify important results and
interpret them in the form of metaknowledge [35].

Moreover, we found several Actionable Knowledge Discovery’s Frameworks that can
be applied to this project such as [21]:

• Postanalysis-Based AKD: Is a two-step pattern extraction and refinement exercise.

• Unified-Interestingness-Based AKD:It develops unified interestingness metrics captur-
ing and describing both business and technical concerns.

• Combined-Mining-Based AKD: Extract actionable knowledge in a progressive way,
comprise multisteps of pattern extraction and refinement on the dole dataset.

• Multisource + Combined-Mining-Based AKD: It discovers actionable knowledge either
in multiple datasets or data subsets, through partition.

2.4 Summary
This section represented our second chapter of this thesis. Our main objective was to discuss
the main findings based on the state of the art related to Teacher Evaluation in Teaching
and Research Universities. We presented several case studies which had a Data Analytics
Approach, same as the one we will have in this research work. We discussed the relationship
between research activity and teaching performance among professors at higher education
institutes. Some studies stated that there is no relationship between one another and some
other mentioned that these two features are negatively correlated, or that it is still an open
debate. Other studies focused on the fact that teaching evaluation through student surveys
remains a current delicate topic in higher education and research. In addition, we also covered
the utilized metrics to evaluate universities at university world rankings. We saw how it is
related to research activities and the interests of academic institutions. Moreover, since this
thesis has a data analytic approach, we covered a theoretical framework. We briefly discuss
some of the methods that could help us answer our research questions.
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Methodology

In order to carry out this study, we utilized a very well known and used method presented
in the Data Science field. This data analytic methodology is called Cross-Industry Standard
Process for Data Mining, best known as CRISP-DM. It shares a general vision of the usual
life cycle of a data mining project [71]. This cycle is composed of six principal phases, which
are not necessarily sequenced, but each of them are equally important and have a specific role
throughout this process. CRISP-DM was conceived in 1996 and became a European Union
project under the ESPRIT funding initiative in 1997 under the leadership of several companies
that included Integral Solutions Ltd, Teradata, Daimler AG, NCR Corporation, and OHRA.
The first version of the methodology was presented at the 4th CRISP-DM SIG Workshop in
Brussels in March 1999 and published as a step-by-step data mining guide later that year [70].
While many non-IBM data mining practitioners use CRISP-DM, IBM is the primary corpo-
ration that currently uses the CRISP-DM process model and it has incorporated it into its
SPSS (Statistical Package for the Social Science) modeler product [23]. This process model
provides a framework for carrying out data mining projects in a more manageable way, less
costly and more reliable. According to the state of the art, this method is very useful for plan-
ning, documentation and communication. All the stages are properly organized, structured
and defined, this allows that any data mining project can be easily analyzed, replicated and
understood, in other words, it guides people to know how data analysis can be applied in prac-
tice in real systems [7]. Additionally, this data mining method reduces the abilities required
for knowledge discovery. Its performance is very stable, meaning that it can be applied to
problems with different scopes, it is independent from the tools and techniques needed to be
applied in order to satisfy a problem’s need and it is insensible to changes in the environment
[24]. Thanks to all these peculiarities, we decided to make CRISP-DM a substantial part of
the structure of this study.

Figure 3.1 illustrates the life cycle of a data mining project. As we can see, the outer part
of the figure represents the cycle part of the process that we were discussing before. Those
arrows indicate us that, we could get to the last phase and it would not necessarily mean that
we got to the last part of our project. All these stages can be presented several times until
we satisfy all of the objectives of a specific project. When we take a look to the inside of the
outer circle, we can identify the six stages that we mentioned before. These are represented as
Business Understanding, Data Understanding, Data Preparation, Modelling, Evaluation and
Deployment.

20
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Figure 3.1: Cross-Industry Standard Process for Data Mining (CRISP-DM)

Data is the mainly used element presented in this methodology. Those phases which
have more than one arrow, emphasize a stronger relationship with another stage. In the fol-
lowing subsections, we will explain each of the phases, the activities that have to be covered
in each of them, and finally, we will show how did we applied this method in order to answer
the research questions of our study.

3.1 Business Understanding
CRISP-DM’s first phase covers the identification and comprehension of the main objectives
of the project alongside with all the requirements of the business or management department.
After having a clear understanding of the actual situation and what is causing pain to the or-
ganization, that knowledge needs to be converted into a data mining problem definition and a
preliminary plan is designed to accomplish objectives [71]. Business understanding involves
describing the organization’s background, determining criteria, inventory of resources, as-
sumptions, constraints, risks, specific terminology utilized in the problem, costs and benefits,
data mining goals and production of project plan.

Comprehensive and profound business understanding is a key factor for yielding a suc-
cessful project and delivering useful results. Business understanding is about apprehending
and deciphering the problem domain on which the study is conducted. In this case, the eval-
uation of teaching performance in teaching and research universities typically ranked in the
101-1000 rank of world university rankings is the problem and the domain on which we do
our analysis. More specifically, we take Tecnologico de Monterrey, a teaching and research
private university in Mexico that has developed a research profile during the last two decades,
with a mix of teaching-only and teaching and research faculty members and had shown a
growing accomplishment on world university rankings. This university ranked in position
158 of QS World University Ranking 2020, and will function as our case study to conduct the
teacher performance analysis [1].
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Tec has also recently been identified as the best university of Mexico and 5th in the re-
gion by Times Higher Education (THE) in its new Latin America ranking. In addition, Tec
was ranked number 1 in Latin America in the category of international professors. Nonethe-
less, the issues raised in previous sections regarding teaching evaluation come up to surface
when we get into the context and cultural aspects of particular institutions. The author of
this thesis has more than five-year experience evaluating teachers as a student. Thus, we be-
lieve that there is a fairly good understanding of the problem domain and the relevance of the
problem we are trying to solve [32].

On the other hand, it is worth to mention that, Tecnologico de Monterrey has been re-
cently implementing their newest educational model, Tec 21. Within its main innovations,
their strategy integrates training and development of research professors, this being part of a
series of initiatives presented in their 2030 vision. In the past years, Tec has been strongly
committed to the idea that scientific and applied research should be implemented to add value
to this educational institution and the society that surrounds them in an efficient, quicker and
measurable way. This can be seen from the continuously raising of questions and strategies
for continuous improvement, like Tec 21, and excellence that this institution has been striv-
ing for. In addition, Tec de Monterrey has always pursued its own evaluation, in this specific
case, through research-professors in relation to the quality of the teaching they provide to their
students. In addition, this academic institution holds itself to the highest standards of collabo-
ration with partner universities and contributions to academic progress, as well as commitment
to society and resolution of socio-economic problems in Mexico and around the world. This
constant effort has been translated to an improvement in the QS World University Rankings of
more than 20 positions with respect to the previous year, standing out as the number 1 private
university in Mexico. On the other hand, Tec is now identified by the QS ranking employers’
opinion as one of the universities that produces the best graduates for the labor market and it
has advanced to the 53th place in employers’ reputation in the world.

During the August-December 2018 semester, Tecnologico de Monterrey had around
9,900 professors which more than 1,700 where listed as Teaching-only professors and nearly
600 as Teaching-and-research professors. Moreover, Tec had approximately 400 active PhD
students, around 6,500 master’s students, 76 postdoctoral students, 18 distinguished profes-
sors and 42 research groups. Additionally, during 2018 to the January-May 2019 semester,
more than 8 thousand students were doing research. Furthermore, in the 2014-2018 period,
almost 4,400 scientific projects were published which translated to approximately 18,000 ci-
tations, 107 patent applications and 102 granted patents.

As we can see, at Tec the research professor model is known as a teacher who dedicates
at least half of their schedule to research. Consequently, these strategies have caused an
increase in the number of scientific publications and the number of citations . Additionally,
this academic institution has created strategic alliances with highly recognized academies
internationally. We see an example of this in the nanoscience and nanotechnology area where
Tecnologico de Monterrey and the Massachusetts Institute of Technology (MIT) have a strong
alliance. In a broader perspective, Tec is constantly improving and, with the intention of being
an international leading university, recently they have exploiting their research activities and
collaborations.

Tecnologico de Monterrey wants to compare the teaching performance of teaching-only
versus teaching-and-research professors. At Tec and other institutions there is a common
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belief that, generally, teaching professors outperform research professors in teaching and re-
search universities, according to student perception reflected in student surveys. In that con-
text, it is necessary to think about the relationship between research and teaching illustrated as
a mutually beneficial relationship, reciprocality and alliance [31] [57] [58]. Since we want to
identify the relationship that could exist in this institution between its quality of teaching and
its research activities, we seek to focus on identifying the satisfaction of its students by taking
only into account student’s opinions towards their teachers. First, based on the intellectual
challenge imposed by their teacher in a given course, then on how such a teacher developed as
a learning guide according to student’s experience in that course, and finally by taking into ac-
count whether they would recommend the course with that teacher again or not. By focusing
on these three factors, we could identify how different the evaluations are between the profes-
sors who investigate and those who do not. We believe that in this way we can contribute to
this debate since, according to what has been investigated, few institutions do so in this way,
making their differences difficult to show [48].

When it comes to this specific study, the understanding of the business consists of a
series of discussions between the Department of Human Development for Research, the Vice-
Rectory for Research and Technology Transfer at Tecnologico de Monterrey and the Data
Science and Applied Mathematics Research Group. These first two mentioned departments
are the ones that have identified, gathered and analyzed these informations. Since they are in
charge of the implementation of the ECOA Survey at the end of each semester, and hence,
they store and manage the specific data we need. By gathering all those datapoints, making
a profound literature review, understanding their business and having the knowledge on how
data mining techniques can help on making business decisions, we are intending to visualize
and map the situation in a clearer way.

Tecnologico de Monterrey seeks to identify the specific characteristics that their profes-
sors must have to satisfy university’s quality standards and students’ needs. We believed that,
by paying more attention to the ECOA database, specifically in a data analytic way, interest-
ing facts could be identified that can justify future academic decisions and improvements in
academic services can be made. Since university rankings have become a very relevant factor
in the last decade, there is a need to measure quality and academic performance effectively.
One way to do this is by making an in-depth analysis of students’ main comments about their
teaching staff, their academic resources and the courses offered to them.

Tec wants to know what are the main reasons why there are still discrepancies between
what the institution believes it is best and what their students are perceiving and evaluating
after completing specific courses. By addressing this problem in a data-driven way, we be-
lieve that we can find those main reasons and apply effective solutions in the future. The way
in which this research seeks to address this problem is to make a comparative analysis of the
academic performance of professors dedicated solely to teaching and professors dedicated to
teaching and research. Since most of the indicators taken into account to qualify a university
are related to research activity present in the institution and to the academic reputation ex-
hibited by students and industry, Tec is constantly forced to implement innovative academic
strategies. The intention of this is to increase the teaching quality of the institution and that
these same efforts can be reflected in its worldwide reputation.

Today, this institution seeks to know who has been better evaluated over time, either full-
time professors or research professors, and to identify which aspects have made one be better
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evaluated than the other. By making this discovery, we intend that many institutions with
several characteristics as Tec de Monterrey will know what how can they approach to their
data, which techniques they could use and which measures they could take when hiring new
academic staff taking into account a balance between the different profiles existing among
professors and what important higher education networks are demanding.

3.2 Data Understanding
Data understanding derives from a good comprehension of the business problem domain. Ac-
cording to the CRISP-DM Methodology, this second phase starts with an initial data collection
in order to get familiar with the translation of the problem to data and start proceeding with
activities. At this section, we identify data quality problems, discover insights, detect inter-
esting behaviours and start constructing hypothesis of what actually is happening behind this
information [71]. Since this project will analyze university teaching evaluation from a data
analytic approach, there has to be a close relationship between business and available data.
The Department of Human Development for Research is intended to provide us more than 4
years of information gathered from ECOA’s student survey which is applied at Tec at the end
of each semester. This can be translated into more than 120,000 instances which contain the
evaluation score of each professor at a given course with certain characteristics. At this stage
of the project we will be focusing in understanding all the variables that can affect teaching
evaluation in several ways. At this moment there is a recognition of feature’s meanings and an
interpretation of specific results. Basically the activities to perform involve collecting initial
data, describe it, perform a complete exploration and report its quality.

For the case study, data is taken from the ECOA student satisfaction survey administered
by the Registry office at Tecnológico de Monterrey. ECOA is answered at the end of each
semester by students from 26 university campuses that conform Tecnológico de Monterrey,
to get feedback about the professors’ teaching performance of various academic periods that
include semesters and quarters. Student satisfaction is measured through three questions of
the ECOA survey on a 1 - 10 scale (where 10 is the best and 1 is the worst score). The
survey questions comprise: (1) Intellectual challenge (RET), (2) Learning guide (APR), and
(3) Recommended Teacher (REC). The first question asks how intellectually challenging the
teacher was during his course. The next one refers to how good was the teacher as a learning
guide during your course. By last, the third question refers asking the student, from 1-10 how
likely is it that you would recommend some other student to take a course with that professor.
A record of the survey contains the average score and the number of students who answered
each of those questions about their satisfaction for a given teacher in a given class. This score
is the most accurate measure we have of teaching quality from the students’ perspective.

We use three data sets in this study. The first dataset, which we identify as ”Dataset A”,
is constituted by responses for the semester August - December 2017 and contains 15,781
records, each of them being a specific professor’s performance in a certain course during a
specific semester. This dataset consists of 60 features that describe the professors’ teaching
and research activities and the attributes of the class. Professor’s attributes include Nation-
ality, Gender, Age, Campus, School, Department, Maximum Professional Degree, Teaching
Certificate, Semesters of Experience, membership on the National Researcher System (SNI),
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Total Teaching Hours, and the number of papers published in Scopus in the last 5 years (Con-
ference Proceedings, Journal Articles, and Total publications). Class features describe the
attributes of the class, such as the number of credits, number of students, the level of students
(undergraduate or graduate) and most importantly, the answers to ECOA questions where
students evaluate the professor performance for each course they take.

We performed an initial exploratory analysis using Dataset A . In this analysis, student’s
teaching satisfaction was analyzed calculating the average of the score obtained by the pro-
fessor in the three questions of the survey. Later on Tec de Monterrey provided us a second
dataset, which we identify as ”Dataset B”, with the intention of performing a more complete
analysis. It contains responses of five semesters, January 2017 to June 2019, this means that
it is 5 times much larger than the former. This can allow us to perform a longitudinal analysis
over five periods of time, analyze the three questions separately, have a better understanding
of teaching performance at Tec in the past few years and develop a comparison with higher
quality between teaching-only professors and teaching-and-research professors. However,
this dataset lacks of the variety of features that Dataset A presented. Because of this, we
would not be able to perform more or the exact same analysis applied to the Dataset A.

Our third dataset is very similar to the previous one. Actually, we could say that dataset
B is a subset of this dataset which we identify as ”Dataset C”. The reason of this is that our
third dataset contains the responses of an extra year, 2016. That year is constituted of two
semiannual and quarterly academic periods. The records of 2016 present only the average
answers of two questions, Intellectual Challenge (RET) and Recommended Teacher (REC),
this means that it does not present the instances coming from the Learning Guide (APR) ques-
tions. Dataset C has more than 150,000 records and it will be used for performing statistical
models with a different focus. It is worth to mention that all the work related to this dataset
was developed in conjunction with Dr. Gabriela Torres Delgado, who is part of the evaluation
committee.

3.2.1 Dataset A: Exploratory Data Analysis
We did an exploratory analysis of the first dataset using statistical techniques to compare
teaching-only with teaching-and-research professors. As shown in Figure 3.2, the mean
ECOA score for the three questions, RET, APR and REC of teaching-and-research professors,
called SNI and identified in green, is greater on average by 0.32 than the one for teaching-only
professors or NO SNI, illustrated in orange.
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Figure 3.2: Score distribution of teacher-only professors (NO SNI) and teaching-and-research
professors (SNI)

On the other hand, if we split Dataset A and analyze the responses of undergraduate and
graduate students, we observe that graduate students evaluate professors better compared to
undergraduate students 3.3, in other words, according to this dataset, graduate students give
higher scores to professors in the ECOA survey.

Figure 3.3: Score distribution of professors at the three academic levels (Highschool, Under-
graduate and Graduate), and overall (Total).)

Moreover, Figure 3.4 illustrates how our results look when we split our data by SNI/NO
SNI and academic levels. Dataset A helps us understand that teaching-and-research professors
received a higher score from graduate students, 9.21 over 8.98 for the teaching-only profes-
sors, whereas undergraduate students almost do equal evaluation of both type of professors.
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Figure 3.4: Score distribution of Teacher-only Professors (NO SNI) and Teaching-and- Re-
search Professors (SNI) at graduate and undergraduate group.

3.2.2 Dataset B: Exploratory Data Analysis
The second dataset contains responses collected during 5 semesters, from January 2017 to
June 2019, with 118,818 records in which 9,469 professors were evaluated several time. From
them, 626 are considered as researchers, given that they were classified in the National Re-
search System (SNI) of Mexico during the period of 2016-2019. As we mentioned before,
dataset B presents less features than Dataset A, however, one of the most important features
that it does include is the maximum proficiency level of researchers, in a scale 1-4. Scale 1 is
for those teaching-and-research professors who are candidates to be part of Mexico’s National
Research System, in other words, they have been doing research for a while and the system
are evaluating them. Scale 2 is where Level 1 SNI Researcher belongs. Scale 3 is for Level
2 SNIs and finally Scale 4, which the upper proficiency level, is where teaching-and-research
professors with Level 3 of SNI belong. We believe that this feature is of high importance since
we could see if this level affects professor’s evaluation in a positive or negative way.

In order to make a deeper analysis of student satisfaction in the three dimensions mea-
sured by the ECOA survey we used this second dataset. As we mentioned before, this dataset
contains responses from 5 semesters. Analyzing the average score for the three questions, in
this case separately, on the five semesters, we have observed that both Intellectual Challenge
(05. RET) and Learning Guide (06. APR) have similar scores, 9.06 and 9.01, respectively,
whereas Professor Recommendation (08. REC) is below with 8.73 in average. Nevertheless,
when we compare the responses for full-time professors and researchers, we observe differ-
ences. As shown in Figure 3.5, the average score obtained by researchers is higher than those
obtained by full-time professors, in the three questions.
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Figure 3.5: Differences between the average score of full-time professors (FT Professor) and
researchers (Researcher) at the three dimensions: Learning Guide (06. APR), Intellectual
Challenge (05. RET) and Professor Recommendation (08. REC).

Next, we analyzed the evolution of the three scores along the five semesters. Figure 3.6
shows the different average scores obtained. It can be observed that the three of them increase
over time. Question 08. REC went from 8.70 in the January-June 2017 semester to 8.81 two
years later in 2019 (∆ = 0.11). In the case of the intellectual challenge question (05. RET),
it went from 9.02 to 9.12 (∆ = 0.10). Finally, a lower delta was produced for the Learning
Guide question (06. APR) since it passed from 8.98 to 9.06 (∆ = 0.8).
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Figure 3.6: Temporal evolution of the three dimensions: Learning Guide (06. APR), Intellec-
tual Challenge (05. RET) and Professor Recommendation (08. REC).

As shown in the previous subsection, graduate students score higher than undergraduate
students to their professors. Furthermore, when we analyze Dataset B, as Learning Guide (06.
APR), undergraduate students score professors with 9.00 in average, in contrast to graduate
students that score professors with 9.33 (∆ = 0.33). In terms of Intellectual Challenge (05.
RET), undergraduate students score with 9.05 whereas graduate students score 9.42 in average
(∆ = 0.37). Moreover, the difference is still more notorious on the Professor Recommenda-
tion score (08. REC), where undergraduate students give professors an 8.71 score, whereas
graduate students score them with 9.28 (∆ = 0.57).

Nevertheless, when we break down both dimensions, students’ academic level and re-
search activities, the differences between researchers and full-time professors vanish at under-
graduate courses. Figure 3.7 shows the differences in satisfaction scores between teaching-
and-research professors (identified in the figure as Researcher) and teaching-only professors
(identified in the figure as FT Professor), for both undergraduate and graduate students. Evi-
dently, graduate students score higher to researchers at the three scores. Nevertheless, under-
graduate students score only slightly higher to researchers on the Intellectual Challenge factor,
but in Learning Guide and Professor Recommendation both are scored almost the same. Once
again, the biggest difference is in Professor Recommendation question (08. REC), where the
teaching-and-research professors are scored 0.68 points higher than teaching-only professors.
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Figure 3.7: Differences between teaching-only professors (FT Professor) and teaching-and-
research professors (Researcher) with undergraduate and graduate students, at the three di-
mensions: Learning Guide (06. APR), Intellectual Challenge (05. RET) and Professor Rec-
ommendation (08. REC)
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Figure 3.8 shows the average scores obtained by women and men when they are evalu-
ated as professor in the three dimensions. Whereas at Intellectual Challenge there is practi-
cally no difference, in Learning Guide and Professor Recommendation women slightly over-
come to men by 0.07 and 0.04 points, respectively.

Figure 3.8: Differences on gender at the three dimensions: Learning Guide (06.APR), Intel-
lectual Challenge (05.RET) and Professor Recommendation (08.REC).

Nevertheless, by splitting the sample between researchers and full-time professors the
differences become more notorious. Figure 3.9 shows the differences between women and
men once they are divided into researchers and full-time professor; bar sizes indicate the num-
ber of professors evaluated. On one hand, male researchers overcome to female researchers in
the three dimensions, being Intellectual Challenge and Professor Recommendation those with
the highest differences, 0.10 and 0.09 points respectively). On the other hand, female full-time
professors overcome to male professors only two dimensions: Learning Guide (∆ = 0.09) and
Professor Recommendation (∆ = 0.07); at Intellectual Challenge, both men and women are
evaluated the same [29].
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Figure 3.9: Differences by gender between teaching-only professors (FT Professor) and
teaching-and-research professors (Researcher), at the three dimensions: Learning Guide (06.
APR), Intellectual Challenge (05. RET) and Professor Recommendation (08. REC). Bar size
indicates the number of professors at each group.
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Next, we analyzed how professor’s age influences student satisfaction, either for teaching-
only professors (Researcher), and teaching-only professors (FT Professor). Figure 3.10 shows
the distribution of professors by age, divided into segments of 10 years. It can be observed
that most of the professors are between 30 and 49 years old. Also, we can see that it is not
very common for Tecnologico de Monterrey to hire teaching-and-research professors younger
than 30 years old, or it is not usual for professors to be considered as a SNI candidate while
in their 20s.

Figure 3.10: Distribution of professors by age (in 10 years bins).

Next, we split our sample between teaching-only professors and researcher in order to
observe how aging affects teaching quality for both types of professors. For teaching-only
professors, aging affects negatively student’s perception of teaching in the three dimensions,
as shown in Figure 3.11. For the Learning Guide factor, the difference average score between
the youngest and oldest teaching-only professors is only -0.07 points. On the other hand,
for the Intellectual Challenge question we recorded a difference of -0.13 points. Finally, for
question 08. REC (Professor Recommendation) our figure illustrates us a negative difference
of 0.34 points.
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Figure 3.11: Average satisfaction scores of teaching-only professors by age, in the three di-
mensions: Learning Guide (06.APR), Intellectual Challenge (05.RET) and Professor Recom-
mendation (08.REC).

In contrast, for teaching-and-research professors, aging improves teaching quality ac-
cording to student’s ECOA responses. As shown in Figure 3.12, for the Intellectual Challenge
factor, the difference between the youngest and the oldest researchers is +0.22 points. For
the Learning Guide question, the average increases by 0.21 and finally, for question 08. REC
(Professor Recommendation), the average score of the ECOA of oldest professors is 0.27
higher than the younger ones. In addition, we need to have in consideration the amount of
professors that conform each bin.

Figure 3.12: Average satisfaction scores of teaching-and-research professors by researcher
age, in the three dimensions: Learning Guide (06. APR), Intellectual Challenge (05. RET)
and Professor Recommendation (08. REC).
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The last exploratory analysis we performed for Dataset B is shown in the following
figure. We examined the differences in student satisfaction due to the proficiency level of re-
searchers. For that purpose, we used the four levels of proficiency conferred by the National
Research System of Mexico (SNI) to our researchers. Figure 3.13 makes evident that teaching
quality grows with the proficiency level of the researcher at the three first dimensions. For the
last to dimensions, SNI Level 2 and SNI Level 3, we can say that they present the same teach-
ing quality since students give them almost the same scores. For the Intellectual Challenge
factor, the difference between the lowest and the highest proficiency level is +0.35, whereas
for Learning Guide is +0.32 and for Professor Recommendation is +0.46.

Figure 3.13: Average satisfaction scores of teaching-and-research professors by proficiency
level in the three dimensions: Learning Guide (06. APR), Intellectual Challenge (05. RET)
and Professor Recommendation (08. REC).
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3.2.3 Dataset C: Exploratory Data Analysis
For our third dataset, in which we consider 4 years of ECOA’s records and only Intellectual
Challenge (05. RET) and Recommended Teacher (08.REC) factors, we got the following
analysis. An important note here is that we are only taking into consideration the similar
courses given by both type of professors, Teaching-only and Teaching-and-Research Profes-
sors, in each period. First, we carried out the comparison of means 2016, 2017, 2018 and
Jan-May 2019 in biannual and quarterly periods. We can see that teaching quality is as well in
favour of teaching-and-research-professors in the four periods about student satisfaction with
positive differences. Figure 3.14 helps us visualizing this.

Figure 3.14: Professor Recommendation (08.REC) average score between Non research pro-
fessors and Research professors across years

On the other hand, when we consider the intellectual challenge factor, specifically in
2018 and 2019 periods, we identify a great difference in student satisfaction scores. Figure
3.15 illustrates that teaching-and-research professors challenge more intellectually to their
students rather than teaching-only professors. In other words, the intellectual challenge factor
is in favor for the research professors.
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Figure 3.15: Intellectual Challenge (05.RET) scores of Teaching-only and Teaching-and-
Research Professor between 2018 and 2019

When we filter our data by the 6 schools that are part of Tecnologico de Monterrey’s
academic programs, we got the following results. For our first school, Humanities and Edu-
cation, satisfaction scores look way higher for teaching-and-research professors (identified in
the figure as Research) than teaching-only professors (identified as Non researcher) in both of
our factors. We consider that, in this particular school, researchers get very high scores since
almost all of them are above 9.5 out of 10. In addition, we can identify that for both type of
professors, the average records got lower through time.

Figure 3.16: School of Humanities and Education scores in Intellectual Challenge (05.RET)
and Professor Recommendation (08.REC)
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In the case of the School of Engineering and Sciences, the satisfaction scores granted
to teaching-and-research professors are higher than teaching-only professors as well, for the
two type of questions. We can see this in Figure 3.17. In general, averages are not that high
as our last figure but we can see a remarkable difference between each type of professor.
Moreover, every score increased with time except for the Professor Recommendation factor
in teaching-and-research professors.

Figure 3.17: School of Engineering and Sciences scores in Intellectual Challenge (05.RET)
and Professor Recommendation (08.REC)

Furthermore, we analyzed Tec’s School of Medicine and Health Sciences, Figure 3.18
shows our results. Once again, for both of our questions and in both periods, teaching-and-
research professors were scored higher than teaching-only ones. The recommended professor
factor was the only one who suffered a decrease from one year to another in the section of
teaching-and-research professors.

Figure 3.18: School of Medicine and Health Sciences scores in Intellectual Challenge
(05.RET) and Professor Recommendation (08.REC)
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The School of Business was not an exception in which research-and-teaching professors
performed better. In this case, one of the main findings we got through Figure 3.19 was that
none of the average scores for teaching-only professors surpassed the 9 over 10 points. Up to
this point, the School of Business has been the one with the lowest scores for these type of
professors.

Figure 3.19: School of Business scores in Intellectual Challenge (05.RET) and Professor
Recommendation (08.REC)

In contrast, the School of Architecture, Art and Design presented the lowest scores of
all. 2018 was not a good year for them in the ECOA’s results. Figure 3.20 represents the
first exception, this means that teacher-only professors got higher scores in the ECOA than
teaching-and-research ones, only for the 2018 year in both questions. When we take a look at
the 2019 year, we can see the same type of results as the past figures. It is worth mentioning
that only 1 average score was recorded to be higher than 9.

Figure 3.20: School of Architecture, Art and Design scores in Intellectual Challenge (05.RET)
and Professor Recommendation (08.REC)
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Figure 3.21: School of Social Sciences and Government scores in Intellectual Challenge
(05.RET) and Professor Recommendation (08.REC)

The last figure for the exploratory analysis of Dataset C is focused on the Social Sciences
and Government School, our second and last exception to cases in favor of teaching-and-
research professors. Once again, scores recorded for both questions were lower than other
schools, but in this case these scores are more similar between them in both questions for both
years. This means that, for this specific school, it seems that students’ satisfaction of teaching
performance does not depend that much on whether if he or she is a teaching-only professor
or a teaching-and research professor. Figure 3.21 illustrates that scenario.

Now that we have understood the different types of data sets that we have, how each of
them are composed, what the data tells us about the comparison between teaching-only and
teaching and all the features, we will focus in describing how did we prepare them in order
to get those results and to further be able to develop several models which will be covered in
future sections.
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3.2.4 Dataset E: Exploratory Data Analysis
Through this thesis we will see that from Dataset A, B and C, two more were created. We will
cover Dataset D in the next subsection, meanwhile, our last dataset is defined as Dataset E.
It is characterized for being the preprocesses version of Dataset B. We applied the Coarsened
Exact Matching algorithm which essentially pruned almost half of our observations in order
to balance our control and treatment variables and reduce model dependence. The following
figures cover the Exploratory Data Analysis of this new dataset. It accounts 33,253 records
from Teaching-only Professors and 4,572 records from Teaching-and-Research professors.

Figure 3.22: Matched Dataset Teaching-only vs Teaching-and-Research Professors

Figure 3.22 illustrates the ECOA scores of the both types of professors in every aca-
demic factor, including the averaged one. We can see that at all cases, Teaching-and-Research
Professors surpass Teaching-only ones. It is worth mentioning that thesis classes are not in-
cluded, which tend to create a higher difference between the means of these professors.
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Figure 3.23: Matched Dataset Teaching-and-Research Professors by Proficiency Level

In Figure 3.23 we see the means registered for each of the four different proficiency
levels of researchers. At all four cases, Researchers SNI Level 2 were the highest evaluated
of all. On the other hand, SNI Candidates were the ones who got the lowest evaluations.

Figure 3.24: Matched Dataset Male vs Female Professors

When looking at Figure 3.24 we can see that when all factors are averaged it seems
that there is just a slightly advantage for Female Professors, but the scores are actually very
close to each other. Factors such as Intellectual Challenge and Recommended Professor got
a similar behavior but in those cases, Male Professsors got a higher mean in the ECOA. We
will continue to analyze these figures in the following sections.
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Figure 3.25: Matched Dataset Teaching-only and Teaching-and-Research Professors by Gen-
der

In the case where both characteristics are considered we can see that Teaching-and-
Research Female Professors are the ones who are best evaluated of all. In addition, at all
three factors, Teaching-and-Research Male professors where better evaluated than Female
Teaching-only professors but, Teaching-only Male professors where the worst evaluated by
some minimum difference.
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3.3 Data Preparation
Usually, when acquiring large data sets, they do not come in a proper format or in a manipula-
ble way. This data preparation phase is part of all the stages of the CRISP-DM methodology,
it involves all the necessary activities to construct the final dataset, the one that is ready to be
imported into modeling data mining tools. This activity usually is performed several times
along the whole process and it goes from data cleaning, eliminating features that do not ag-
gregate value to what we are trying to find, attribute selection, construction of new variables,
transformation of data and so on [71].The three data sets described and understood before,
will be given a proper format which will make its modelling more feasible. Data requires to
be in a specific format, in order to properly read it and perform its manipulation. Basically,
to complete this step, data needs to be correctly selected, cleaned, constructed, integrated and
reformatted.

There are different data mining tools that are helpful to analyze datasets; these include
RStudio, Python, Rapid Miner, Tableau, Weka, Jupyter Notebooks, SPSS, among others. In
order to satisfy the constraints of the problem, we decided to manipulate data using Python’s
programming language on Jupyter Notebooks, RStudio, Tableau and Excel. We used several
python and r packages to pre-process data, manage data, visualize it and test classification
models.

3.3.1 Dataset A Preparation
To treat this data, first, we omitted variables that had the same value in all the records and
features that had a significant amount of null values. For example, the variable age had 5,284
null values, which is one-third of the data. There is no way to fill those values in a good
manner, so we decided to drop them. Other features have a high amount of null values,
but some of them actually represent a 0, such as the number of published documents by a
professor. Next, survey responses were aggregated by professor, and four main variables
were created:

• sni yn: We defined a binary variable that is equal to 1 when the professor is a researcher
and 0 when he/she is not. A professor was considered researcher if he/she was a member
of the National Researcher System (SNI) during the period 2016-2019.

• score: We calculated the average of the three student satisfaction scores of a course and
decided to use it as the target variable.

• weighted score: To make an analysis of individuals and not of courses, we summarized
survey results by professor, so we took the arithmetic mean to summarize the scores that
a professor gets in all of his/her courses, weighted by the number of students per group.

• score category: Is a binary variable that takes the value 1 if it is above the median and 0
otherwise. This is the classification feature that we use in the logistic regression model.
We say that a professor above the median belongs to the alpha type of professors and
the ones who are below it belong to beta professors.
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3.3.2 Dataset B Preparation
In the second dataset, responses were also aggregated at professor level. Since we received
a dataset per each academic period, quarterly and semi annual for each year, we needed to
merge all of them. We defined another four variables, one for distinguishing the researcher
proficiency and three another for breaking down the weighted score into each one of the
questions that comprise student satisfaction.

• sni: We classified researchers according to the maximum proficiency level they reached
in the period 2016 - 2019. This variable is in the scale 1 - 4, where 1 represents the
lower proficiency level and 4 represents the upper one.

• RET: It is the professor weighted average score for the Intellectual Challenge question,
in scale 1 - 10 where 10 is the maximum score.

• APR: It is the professor weighted average score for the Learning Guide question, in
scale 1 - 10 where 10 is the maximum score.

• REC: It is the professor weighted average score for the Recommended Teacher ques-
tion, in scale 1 - 10 where 10 is the maximum score.

3.3.3 Dataset C Preparation
We saw in our previous section that Dataset C is indeed very similar to Dataset B, its main
difference is that this presents additional records which correspond to the 2016 year. We pre-
pared this dataset with the intention of only considering question 5 and 8, which correspond
to how much did the student felt intellectually challenged though the course and how likely
is for the student to recommend that class with that specific professor to another student. We
filtered this dataset by identifying the weighted averages of both of the questions of the similar
courses that were given by teaching-only professors and teaching-and-research professors in
a given period. Each year, 2016, 2017, 2018 are constituted by two periods, period A and
period B. These periods correspond to the records registered in the semiannual and quarterly
academic periods. We prepared the dataset in this way because we wanted to make a deep
analysis only on those similar courses imparted between teachers and researchers in the same
period. In this way we could say that now our dataset only presents records that are com-
parable to each other and that this will help us to generate this analysis between research
professors and non-research professors. This data segmentation represented a considerable
reduction in the total number of records from more than 150,000 to only 15,312 records. In
other words, almost 90% of our data was discarded.

At the end this dataset got composed of four variables per semi annual period recorded.
Each year was divided in, period A and B, teaching-only and teaching-and-research professor
and, intellectual challenge and recommended professor factors. Since we have data of 3 and
a half years and we got 4 features in each semi annual period, we got a total of 28 variables.
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3.3.4 Dataset D Preparation
Dataset D will be a new dataset for us, the fourth one in this thesis, which is a subset of Dataset
B. At first, we analyzed the type of the features in order to see if a variable had wrong values
or a different format. Then we identified the amount of null values each feature had. In the
case of the average scores, we found that 1% of the values were null, we decided to replace
those values with the mean of each feature. For other features, since less than 1% of their
values were null, we decided to drop them. Then, we arranged our data in a way that allowed
us to see the average scores of the three questions of each professor’s evaluations per academic
period. This means that if a professor taught more than one lecture in a specific period, we
could know in overall how did he or she served in that period and immediately at the following
periods as well. In other words, we converted our data into a Time-Series Data which involves
measurements over time. When we make the transformation of our normal Dataset B to a
Time-Series Dataset D, we got the following format. The first column represented the ID of
the professor, then we have the academic period. This was a very important new variable that
we had to create since we needed a feature that determine the period to which the teacher’s
recorded evaluation corresponds. This feature can go from 1 to 5, 1 being data corresponding
to the January-May 2017 Semester and 5 the January-May 2019, so each number represented
a specific semester in order. So, for example if a professor taught in any of those 5 semesters,
the dataset will show its ID the same number of academic periods in which he or she taught a
course. Later on the next columns represent our independent variables, which we will mention
later and at the end we have our target feature, the averaged score. This new feature represents
the averaged score of a certain professor at a specific academic period when all the three
factors Learning Guide, Intellectual Challenge and Recommended Professor are taken as one.
It is worth mentioning that if a professor taught more than one course in the same academic
period the evaluations are averaged regardless of whether they have been similar or different
courses. Therefore, the average score can be the average of the evaluation of one taught course
or more than one in the same academic period. This is how we converted our dataset into a
panel data.

At the end, we hided several features and we left only the ones we wanted to take into
account to perform our analysis, these are: Professor ID, Academic Period, Gender, class of
the professor’s age which can go from class 2 to class 8, this represents that if a professor is
43 years old he is represented in class number 4 or if someone’s age is 57 their class would
be represented as 5. We also left the variable which say if a professor is also a researcher
and finally we added the score variable which represented the average score of that specific
professor in a certain academic period. At the end, the purpose of this exercise was to convert
this database into panel data. This mean that it contain observations obtained over multiple
time periods for same individuals with several characteristics that could or could not change
over time.

3.3.5 Dataset E Preparation: Matching
Dataset E is the last one we will use throughout this thesis. It is as well a subset of Dataset
B becoming the 5th one of this work. We identify it as E when we apply to it the pre-
processing method that we saw on our Background section called Matching. The goal of this
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was to transform Dataset B into a new one which would present less model dependence in
our future experiments. When we say less model dependence we mean prevent that small
changes in specifications of our models produce big changes in the substantive results. Model
dependence is the variation in our causal effects across the results, which could become a big
problem for us. Dataset E is the product of Dataset B when being matched, this results in a
new pruned dataset. Matching algorithm will give us a lot more confidence in the kinds of
results that we will finally get in the next sections. This 5th and last dataset is approximately
half size Dataset B, meaning that when we applied this algorithm nearly half of our data got
pruned and features stood the same.

3.4 Modelling
The next step of the CRISP-DM methodology was the modelling task with the purpose of find-
ing interesting patterns and hidden knowledge that may shed light in answering the research
question of the study. In order to do this task, we will use statistical methods and machine
learning algorithms to identify significant differences between researchers and professor eval-
uations, and the more meaningful variables that predict the assessment of a professor. The
main goal of the selection and application of models is to be able to accept or reject the hy-
pothesis we have presented in previous chapters. By taking into account the type of features
and values that our different data sets cover, we are making specific model selections which
can help us to contribute to the discussion whether if teaching-only professors are better eval-
uated by students than teaching-and-research professors. Since our data is now well prepared,
the next stage is to select which statistical and machine learning experiments will be applied
in order to test our hypothesis.

We will conduct a careful design of experiments that were carried out using various
modelling methods. We expect to apply certain techniques which will help us to identify the
attributes of the student groups on which researchers and teaching-only professors are best
evaluated, Regarding the use of tools, there are different data mining packages both open
source and proprietary, that have proved helpful in conducting modelling with datasets; these
include Rapid Miner, Weka, Jupyter, SPSS, among others. In order to satisfy the constraints
of the problem, we decided to mine data using Python’s programming language on Jupyter
Notebooks. We used Pandas package to manage data as data frames and the Scikit-learn
package to test classification models and to pre-process the data. In the following subsections
we will mention the specific models that were chosen to help us in this study among their
respective adaptations needed to be applied in each model.

3.4.1 Analysis of Variance (ANOVA)
In the past subsections we have seen a broad application of EDA, Exploratory Data Analy-
sis, among our three different data sets. In order to validate the results that were illustrated
from Figures 3.2 to Figure 3.21, we are in need of applying one of the most important and
used statistical methods. The method we are taking into account is called ANOVA, and as
we explained in the Background Chapter, this analysis of variance will help us to efficiently
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compare the difference of the means that we have reported before for each type of profes-
sors when several features where taken into account in a specific period. If we pay a little
bit more of attention to the past figures, there are several of them which report very similar
scores from both type of professors. So, the way in which we plan to know whether if they
are indeed statistical different, we intend to apply this method in every dataset for every figure
illustrated. The type of ANOVA we will be applying is the Single Factor and we will be using
an alpha of 0.05, this means that we will expect our models to present results with a 95% level
of confidence.

3.4.2 Logistic Regression
We have discussed before in this work that we would also like to know what makes that a spe-
cific type of professor with certain characteristics result on being better evaluated than others.
Additionally, we have seen the creation of new categorical variables in the Data Preparation
subsection. These categorical variables are denoting the classification of the evaluated pro-
fessor. Depending on the score obtained by the professor on a certain question, he or she can
be classified to either the alpha professors, meaning those who excelled more in the ECOA,
or they can be classified as the beta professors. As seen in the Background Chapter, Logistic
Regression is used when the dependent variable of the model is of type categorical. Its main
goal is to model the relationship between the probability that a response Y (target) is equal
to 1 given a set of features. So in our case we will apply logistic regression in the following
ways.

Dataset A

As we saw earlier, Dataset A presents a feature called score category which consider only
two values, 0 or 1. We will use this feature as our target variable of the Logistic Regression
model. Now, we said before that this dataset was composed of more than 60 features, we
expect that our model can identify which of them have a more important role when we classify
a professor as alpha. On the other hand, when a dataset presents several variables, there is a
specific method which helps on deciding which features should we take into consideration in
our model. This method is called Recursive Feature Elimination. We will discuss about it
later in this Modelling Section.

Dataset B

On the other hand, we want to use Dataset B with the goal of sustaining Dataset A’s results.
We know that in this case we do not have many features but still our objective is the same,
have a way in which we can predict if a certain professor with specific characteristics would
be classified as an alpha professor by taking into account a more complete dataset and starting
by identifying if that professor is either a teacher-only or a teaching-and-research professor.
In this case, since this dataset does not present too many features, we are not applying the
model discussed before.

It is worth mentioning that, when it comes to Dataset B, several Logistic Regressions
are going to be performed. First, we will apply several logistic regressions when our dataset is
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either balanced or imbalanced. In past sections we mentioned that Tecnologico de Monterrey
have way a lot more teaching-only professors than teaching-and-research ones, so when we
talk about balancing our dataset, we mean increasing our dataset by adding records which
only correspond to teaching-and-research ones. The next variation we will see in our Logistic
Regressions is in whether how do we determine if a professor is alpha or beta. Some model
are going to be applied when we consider as alpha to professors whose scores correspond to
the last quartile of all and we will present other logistic regression models when we consider
alpha professors to those who got average scores belonging to the last decile. After applying
those regressions in both balanced and imbalanced data sets, we will apply this same model
classifying alpha professors when having the dataset balanced, with the last decile level but
for each question separately, not the average of the three questions as we saw before in Dataset
A.

The logistic regression equation for Dataset B will be determined by:

Profab = β0 + β1ALvl + β2G+ β3RAge+ β4SNI + β5R + e (3.1)

In formula 3.1, Profab is our target variable and it refers to Professor alpha/beta, which
can be 0 or 1. The beta are the coefficients of each of the features we are taking into account.
ALvl corresponds to the Academic Level in which the course was being offered, 0 denotes
Undergraduate Level and 1 indicates Graduate Level. The next feature G refers to Gender,
and we have chosen a value of 0 to account male professors and 1 for female professors.
Additionally, RAge corresponds to the group of ages to which the professor corresponded in
a specific academic period. This feature can present values from 2 to 8, meaning that if a
professor is 33 years old he or she would have a value of 3 at this feature. Or if his or her
age is of 57, the professor would present a 5 in this category. Moreover, the SNI variable
denotes the research proficiency level of the professor. And our 5th feature corresponds to a
binary variable which accounts if the professor is either a teaching-only (0) or a teaching-and-
research professor (1).

3.4.3 Recursive Feature Elimination
Since Dataset A presents more than 60 features, we have decided to apply the Recursive
Feature Elimination Algorithm (RFE), which we explained before in the Background Chapter.
This means that we want to rank the variables which are susceptible for providing better results
to our desirable model. RFE will export the list of the variables with their respective rank to
denote which ones seem to have a heavier weight when we consider the score variable as our
target. Once we have identified those variables we can apply several Logistic Regressions
until we get a desirable result which can contribute directly to this discussion. These models
will also determine us which of those few variables have a heavier presence in the analysis,
so we will be able to compare it against the results of Dataset B. This method will be the one
to who define the composition of the Logistic Regression equation applied for Dataset A.

3.4.4 Panel Data Modelling
We have seen before that Dataset D involves measurements over time for specific entities,
in this case, professors. Now that we have our database ready, our main goal is to perform a
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multiple regression on our Panel Data. In order to achieve this, the famous statistical computer
program, RStudio, will be used alongside with its plm library. Panel Data Regression can be
done by applying several methods, such as Random Effects, Fixed Effects, Pooled Regression
by OLS, First regression and the Between Algorithm. This stage will comprise all these
practices in order to perform a broad comparison and identify which is or best model and
based on what results. Each of these methods share equation 3.2 where the intercept of the
regression is being represented as β0 and the regression beta coefficients of our independent
variables are represented as β1, β2, β3. These variables are presented as G for Gender, SNI for
declaring if the professor is also a researcher or not and Age to denote what age range does
the teacher belongs to. The last term e corresponds to the error term.

Score = β0 + β1G+ β2SNI + β3Age+ e (3.2)

As seen in our Background Chapter, there are several ways to evaluate panel data results.
For our case, we will be using the Lagrange Multiplier Test, the pFtest and the pHtest in order
to determine which of our panel data models best fits our data.

3.5 Summary
The third chapter of this Master’s thesis consisted of making a profound use of the CRISP-
DM Methodology. This chapter covered the first four steps which were identified as Busi-
ness Understanding, Data Understanding, Data Preparation and Modelling. We discussed that
Tecnologico de Monterrey wants to compare the performance of teaching-only and teaching-
and-research professors and identify the specific characteristics that their professors need to
have in order to satisfy university’s and students’ quality standards. In order to know who
performs better, either researcher professors or non researcher professors, we needed to make
a comparative analysis of the academic performance. In the Data Understanding subsection,
we discussed the several data sets that were going to be utilized to perform our experiments
and their specific characteristics and performed their Exploratory Data Analysis. These data
sets are based on Tecnologico students’ survey ECOA (”Encuestas de Evaluacion de Profe-
sores”) which is answered at the end of each semester by students from all the campuses.
Then, we presented the third section of the data mining methodology, in it we mentioned how
the data sets were manipulated in our convenience in order for them to be prepared for their
respective experiments. Finally, we saw the different models that are going to be applied with
the intention of answering all of our research questions. It is important to mention that the last
two sections of the CRISP-DM will be covered in Chapter 4 and Chapter 5, the first one will
present the Evaluation part of the results of our experiments and the last part will discuss the
deployment.



Chapter 4

Results

As we mentioned before, the fifth stage of the CRISP-DM Methodology corresponds to Eval-
uation. When the method accounts this step, it refers to the evaluation of the results obtained
by the application of statistical and machine learning models. This chapter will be presenting
the results obtained in each of our data sets when a certain technique was applied. Then the
evaluation part of the CRISP Methodology will be presented followed by each result. A com-
mon approach employed in data mining studies is the splitting of the dataset into a training
dataset and a testing dataset. The model is trained using the training set and one of various
modelling techniques. Once the model has been trained, we test the accuracy of the resulting
model making predictions over the testing dataset, and since we know the real answers, we
are able to compare model predictions with the real answers in order to evaluate the accuracy
of the trained model.

We followed this approach to evaluate the models obtained by applying logistic regres-
sion, analysis of variance to validate the statistical significance in comparing various attributes
of teaching-only versus teaching and research professors, Recursive Feature Elimination and
Panel Data. In order to avoid biases and making fair comparisons, we deleted the theses
courses from the dataset. These courses are taught by teaching and research professors and
typically, they receive high scores. We did the same with graduate courses, so that the compar-
ison is made using undergraduate courses taught by teaching-only and teaching and research
professors. The results obtained are further explained.

4.1 Analysis of Variance ANOVA

4.1.1 ANOVA Dataset A
We applied analysis of variance ANOVA in order to determine if our results were forceful, i.e.
statistically significant. The mean scores shown in the distributions of, teacher-only professors
and teaching-and-research professors (Figure 3.2), professors at the three academic levels
(High school, Under-graduate and Graduate), and overall (Total) (Figure 3.3), and Teacher-
only Professors and Teaching-and-Research Professors at graduate and undergraduate groups
(Figure 3.4), are statistically different between each other. We present these results in Table
4.1, which illustrate that the level of significance of these tests show high values.

51
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Parameter SNI - NO SNI Academic
Level

SNI/ NO SNI
Academic

Levels
F-statistic 6.678 20.233 8.498
P-value 0.0097676 0.0000069 0.0000123

R-squared 0.0004397 0.0013470 0.0016968

Table 4.1: ANOVA results for the comparison of average scores of Teaching-and-Research
professors (SNI) versus Teacher-only professors (NO SNI), in groups of different Academic
Levels, and comparing both dimensions.

Evaluation Table 4.1: When we look closer to the table we identify that our p-values
are all lower than 0.05. We have mentioned before that our experiments were going to use
a confidence level of 95%, and since our p-values are lower than our alpha, our results are
totally justifiable for the three cases, SNI - NO SNI, Academic Level, and SNI/NO SNI when
Academic Levels are taken into account.

4.1.2 ANOVA Dataset B
When it comes to this second dataset, we performed several analysis of variance after applying
our exploratory data analysis. We applied ANOVA to the results shown in Figure 3.5 in order
to discover if they were statistically different between each other. According to a 1-way
ANOVA test, the differences are significant. Table 4.2 illustrates the corresponding results.

ECOA
Question

F-statistic P-value F-crit

05. Intellectual
Challenge

403.54 1.59E-89 3.841

06. Learning
Guide

136.36 1.76E-31 3.841

08. Recom-
mendation

135 3.50E-31 3.841

Table 4.2: ANOVA: Teaching-Only vs Teaching-and-Research Professors at the three dimen-
sions: Learning Guide (06. APR), Intellectual Challenge (05. RET) and Professor Recom-
mendation (08. REC)

Evaluation Table 4.2: As we can see in Table 4.2, the difference between the means
of teaching-only and teaching-and-research professors for the three different dimensions are
statistically significant. The three cases show a F-statistic higher than F-crit and a p-value
lower than alpha.
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For Figure 3.6, the 1-way ANOVA test was applied in several ways. First, we wanted to
know if they scores registered in each period were different between each other in the three
dimensions. Table 4.3 illustrate the results of this experiment, we applied ANOVA in each
dimension.

ECOA
Question

F-statistic P-value F-crit

05. Intellectual
Challenge

45.71 2.03E-38 2.37

06. Learning
Guide

29.46 1.60E-24 2.37

08. Recom-
mendation

23.36 2.48E-19 2.37

Table 4.3: ANOVA: Temporal Evolution of the three dimensions.

Evaluation Table 4.3: According to a 1-way ANOVA test, these differences are signif-
icant. The means of the five semesters are significantly different between each other. Intel-
lectual Challenge, Learning Guide and Recommendation factors present an F-statistic higher
than F-crit, and p-values lower than 0.05.

If we take a closer look to 3.6 we can see that the scores for the first and last two periods
are very similar. That is why we decided to apply ANOVA test in the three dimensions for
those two cases.

ECOA
Question

F-statistic P-value F-crit

05. Intellectual
Challenge

0.70 0.4 3.84

06. Learning
Guide

2.43 0.11 3.84

08. Recom-
mendation

3.11 0.077 3.84

Table 4.4: ANOVA: Temporal Evolution of the three factors for the first two academic periods.

Evaluation Table 4.4: According to a 1-way ANOVA test, the differences between the
scores for the first to periods are not statistically significant. In each factor we can see that
F-crit is higher than the F-statistic and their p-values are higher than 0.05.
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Now, lets take a look at the ANOVA results for each dimension at their last two academic
periods.

ECOA
Question

F-statistic P-value F-crit

05. Intellectual
Challenge

5.44 0.019 3.84

06. Learning
Guide

3.51 0.06 3.84

08. Recom-
mendation

15.4 8.7E-05 3.84

Table 4.5: ANOVA: Temporal Evolution of the three factors for the last two academic periods.

Evaluation Table 4.5: In this case, p-values are not too far away from alpha. The results
of the Intellectual Challenge factor tell us there is a statistical difference between the means of
the last two academic periods (9.10 and 9.12), since p-value is lower than alpha and F-statistic
is a little bit higher than F-crit. On the other hand, the results for the Learning Guide factor
were different. By using an alpha of 0.05 as reference we can not conclude that the means
of their last two academic periods are different (9.04 and 9.06). At the same time, F-statistic
is not higher than F-crit. Additionally, the Recommendation factor did presented a stronger
statistical difference by registering high values in F-statistic and a result very close to 0 for
the p-value.

On the other hand, in our Exploratory Data Analysis, Figure 3.7 presented some close
average scores between teaching-only professors and teaching-and-research professors in un-
dergraduate and graduate academic levels, we performed analysis of variance in order to verify
their statistical differences. Table 4.6 and Table 4.7 illustrate the ANOVAs’ results.

ECOA
Question

F-statistic P-value F-crit

05. Intellectual
Challenge

81.499 1.79E-19 3.841

06. Learning
Guide

4.241 0.039 3.841

08. Recom-
mendation

0.346 0.556 3.842

Table 4.6: ANOVA: Undergraduate Level Teaching-only vs Teaching-and-Research Profes-
sors.

Evaluation Table 4.6: For the undergraduate level, P-values are indeed lower than our
alpha (0.05) and the F-statistics are higher than F-crit, only in the first two dimensions, Intel-
lectual Challenge and Learning Guide. This means that the differences in means are statisti-
cally different. On the other hand, our last dimension Recommendation presents a very high
p-value (0.556) and the F-crit is higher than the F-statistic, so there is no statistical difference
in that factor.
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ECOA
Question

F-statistic P-value F-crit

05. Intellectual
Challenge

96.304 2.475E-22 3.841

06. Learning
Guide

63.448 2.471E-15 3.845

08. Recom-
mendation

97.801 1.196E-22 3.846

Table 4.7: ANOVA: Graduate Level Teaching-only vs Teaching-and-Research Professors.

Evaluation Table 4.7: P-value is so close to 0 in the three dimensions. Additionally,
the F-statistics are way higher than the F-crit. That is why we say that the means of the figure
of Teaching-only and Teaching-and-Research are statistically different.

Furthermore, Figure 3.8 illustrated us the average score differences on gender at the
three dimensions, Intellectual Challenge, Learning Guide and Professor Recommendation.
Table 4.8 helps us understand in a statistical way who performs better as a learning guide,
either males or females. It also shows the ANOVA results to know if there is a significant
difference at all between female or male as intellectual challenge and to conclude who do
actually get a higher score as a recommended professor.

ECOA
Question

F-statistic P-value F-crit

05. Intellectual
Challenge

0.0403 0.8407 3.841

06. Learning
Guide

92.782 6.011E-22 3.841

08. Recom-
mendation

20.3817 6.352E-06 3.841

Table 4.8: ANOVA: Intellectual Challenge, Learning Guide and Professor Recommendation

Evaluation Table 4.8: Different results are being illustrated in the table. When we
compare male professors with female professors we get significant differences in two of our
three dimensions, Learning Guide and Recommendation. Both of their p-values are very close
to zero and their F-statistics present higher values than the F-crit. The ANOVA results for the
Intellectual Challenge could have been somehow been deducted since Figure 3.8 illustrated
the same mean for male and female professor. Table 4.8 confirms that there is indeed no
statistical significance between their recorded means. Its F-statistic is very low (close to zero)
and its p-value somehow close to 1, which is the least thing we need to prove a statistical
difference.
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Additionally, in Table 4.9 and Table 4.10 we show the ANOVA results related to figure
3.9. This helps us knowing who gets better evaluated at the three dimensions either male or
female when they are teaching-only or teaching-and-research professor.

ECOA
Question

F-statistic P-value F-crit

05. Intellectual
Challenge

7.868 0.005 3.841

06. Learning
Guide

130.664 3.124E-30 3.842

08. Recom-
mendation

39.329 3.6E-10 3.841

Table 4.9: ANOVA: Teaching-only Male vs Female Professors.

Evaluation Table 4.9: The three factors considered in this study present a p-value lower
than alpha (0.05) and F-statistics higher than the F-crit. These parameters help us evaluate the
results illustrated in figure 3.9, there is statistical difference between the registered means of
the ECOA results between Male and Female Teaching-Only Professors.

ECOA
Question

F-statistic P-value F-crit

05. Intellectual
Challenge

20.946 4.8E-06 3.842

06. Learning
Guide

2.2929 0.13 3.842

08. Recom-
mendation

6.724 0.009 3.842

Table 4.10: ANOVA: Researchers Male vs Female.

Evaluation Table 4.10: When it comes to Research-and-teaching Professors, we saw a
slightly difference in their results. The Learning Guide factor did not presented a statistical
difference, we got an F-statistic lower than F-crit and a p-value higher than alpha. The means
for the other two factors are statistically different according to their F-statistics and p-values.

In the Exploratory Data Analysis performed to Dataset B, we presented the ECOA
means for each of the dimensions when taking into consideration the age range of the profes-
sor. Figure 3.11 illustrated the case of Teaching-only professors and Figure 3.12 corresponded
to case of Teaching-and-Research professors. The following tables show the ANOVA results
of these two cases.
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ECOA
Question

F-statistic P-value F-crit

05. Intellectual
Challenge

30.72 1.349E-25 2.37

06. Learning
Guide

35.57 9.83E-30 2.37

08. Recom-
mendation

91.16 1.96E-77 2.37

Table 4.11: ANOVA: Aging Teaching-Only Professors.

Evaluation Table 4.11: The ANOVA results corresponding to the Teaching-only aging
case, helps us conclude that there is indeed statistical difference between the ECOA means
for each of the category ages of this type of professors. All of the p-values are very close to
zero and F-statistics higher than F-crit.

Now that we have presented the ANOVA results for our first type of professors, we will
see if there is any difference between the results of the teachers who also perform research
at Tecnologico de Monterrey. Figure 3.12 presented less variance in the means between each
of the categories of Teaching-and-Research Professors. Table 4.12 will let us know if their
differences are statistically significant.

ECOA
Question

F-statistic P-value F-crit

05. Intellectual
Challenge

2.78 0.04 2.37

06. Learning
Guide

2.28 0.07 2.37

08. Recom-
mendation

1.624 0.18 2.37

Table 4.12: ANOVA: Aging Teaching-and-Research Professors

Evaluation Table 4.12: The ANOVA results for this case only identified one factor
which presented statistical difference in their means, Intellectual Challenge. F-crit is 0.41
lower than the F-statistic and the p-value is 0.01 lower than our alpha. It is worth mentioning
that these tests are not considering the first age range (2) since its population is very small
compared to the other ranges. For the case of the Learning Guide factor, its results are very
debatable since p-value is very close to alpha and F-statistic to F-crit. The Recommendation
factor did not presented any statistical difference in its means since its p-value is higher than
0.05 and F-statistic lower than F-crit.

Finally, in the past section we saw the average scores in the three dimensions for the dif-
ferent proficiency levels of teaching-and-research professors. Table 4.13 contain the ANOVAs’
results of the comparison between all of the levels at the three questions which correspond to
the results illustrated in Figure 3.13.



CHAPTER 4. RESULTS 58

ECOA
Question

F-statistic P-value F-crit

05. Intellectual
Challenge

56.822 2.16E-36 2.605

06. Learning
Guide

35.001 1.741E-22 2.605

08. Recom-
mendation

49.287 1.356E-31 2.605

Table 4.13: ANOVA:Average satisfaction scores of teaching-and-research professors by all
proficiency levels in the three dimensions: Learning Guide (06. APR), Intellectual Challenge
(05. RET) and Professor Recommendation (08. REC).

Evaluation Table 4.13: According to this table, there is significant difference between
the ECOA’s means recorded for each proficiency level in which researchers can be identified.
P-values are lower than 0.05, in fact, they are almost zero and F-statistics are way higher than
F-crits.

However, since the scores of the last two proficiency levels among the three questions are
very similar (Figure3.13) , we decided to apply an additional analysis of variance in order to
identify whether if they where statistical different or not from each other. Table 4.14 represents
the results of the ANOVA.

ECOA
Question

F-statistic P-value F-crit

05. Intellectual
Challenge

0.002 0.960 3.848

06. Learning
Guide

0.081 0.774 3.848

08. Recom-
mendation

0.077 0.780 3.848

Table 4.14: ANOVA: Average satisfaction scores of teaching-and-research professors in pro-
ficiency levels 3 and 4.

Evaluation Table 4.14: It is very clear that the ECOA means of these proficiency re-
search levels are not statistically different between each other in any of the three factors,
Intellectual Challenge, Learning Guide and Recommendation. F-statistics are very low, small
compared to F-crits and P-values are very close which is the opposite of what we wanted to
get.
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4.1.3 ANOVA Dataset C
As we mentioned in previous sections, Dataset C additionally contains the ECOA’s records
for the 2016 Academic year. Figure 3.14 presented the average scores between Non Research
Professors and Research Professors across the years. It takes into account only the common
courses given by these professors and it is prepared to make an emphasis on only two factors,
Professor Recommendation and Intellectual Challenge. Now, we would like to see whether if
the means of these two groups in each year are statistically different between each other or not.
Table 4.15 and Table 4.16 will allow us to end with this doubt. The tables presented in this
subsection indicate the size of the populations (Teaching-only and Teaching-and-Research
Professors), the result of the mean the value of the t-statistic and the P-value. First, we will
start with the Recommendation factor results.

ECOAs 8. REC Research/
Non Research N Mean t P-value

2016 No 8384 8.69
4.028 0.028

Yes 2139 8.78

2017 No 1333 8.66
3.057 0.001

Yes 3171 8.75

2018 No 7177 8.69
11.15 0.000

Yes 1327 9.12

Table 4.15: Recommendation Factor scores between Research and Non-research professors.

Evaluation Table 4.15: This table illustrates difference in means for research and non
research professors in each of the years. In order to evaluate these results, we need to take a
closer look to the p-values. In order to identify a statistical difference in means, we need a
p-value lower than 0.05. Each of the three values shown here are below that quantity, hence,
there is significant difference between the ECOA results of Researcher and Non Researcher
professors.

ECOAS
Intellectual
Challenge

Research/
Non Research N Mean t P-value

2018 No 7177 8.69
11.15 0.000

Yes 1327 9.12
Jan - May

2019
No 1333 8.81

11.14 0.000
Yes 3171 9.16

Table 4.16: Intellectual Challenge Factor scores of Teaching-and-Research Professors and
Teaching-only Professors.

Evaluation Table 4.16: This table helps us to denote that there is as well statistical
different between the means of Researchers and Non Researcher Professors when the Intel-
lectual Challenge factor is considered. Both of the p-values are close to zero, or lower than
alpha. Records from previous years were not considered since we did not currently had the
information of Teaching-and-Research professors corresponding to those academic periods.
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On the other hand, we have presented before the same comparison, ECOA’s results of
Teaching-only and Teaching-and-Research Professors but filtered by Tecnologico de Monter-
rey’s schools. That is why we are forced to present the following table.

School ECOAs
5. RET

Research/
Non Research N Mean t P-value

SHE
2018

No 920 8.69
8.02 0.000

Yes 156 9.12
Jan - May

2019
No 938 8.81

10.13 0.000
Yes 186 9.16

SES
2018

No 3270 9.09
8.38 0.000

Yes 729 9.36
Jan - May

2019
No 2789 9.17

11.71 0.000
Yes 981 9.47

SMHS
2018

No 317 9.24
1.3 0.1

Yes 110 9.37
Jan - May

2019
No 304 9.31

3.51 0.000
Yes 118 9.56

SB
2018

No 912 8.99
3.51 0.000

Yes 88 9.32
Jan - May

2019
No 1171 8.98

4.28 0.000
Yes 136 9.32

SAAD
2018

No 134 8.95
-0.47 0.32

Yes 4 8.7
Jan - May

2019
No 132 8.73

0.62 0.27
Yes 4 9.15

SSSG
2018

No 394 9.14
-0.39 0.35

Yes 95 9.1
Jan - May

2019
No 516 9.2

0.31 0.38
Yes 116 9.22

Table 4.17: Intellectual Challenge Factor ANOVA between Teaching-and-Research Profes-
sors and Teaching-only Professors by School

Evaluation Table 4.17: We see significant difference in means in the first four schools
described in this table, the School of Humanities and Education, Engineering and Sciences,
and the School of Business. All of their p-values are close to 0. The School of Medicine
and Health Sciences presents two different cases, one in which there is statistical difference
(2018) and one where the difference of means is not significant (2019). However, the School
of Arts, Architecture and Design and the School of Social Sciences and Government pre-
sented p-values higher than 0.05 and their t-statistics are very low, less than zero. This means
that there is no statistical difference between the means of teaching-only and teaching-and-
research professors at those academic periods, specifically in those schools.
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Now, since we have seen the statistical results of the Intellectual Challenge factor, let
us take a look to the comparison of means between Research and Non Research Professors
when the Recommendation Factor is taken into account. Those results correspond to the ones
presented in the Exploratory Data Analysis performed to Dataset C illustrated from Figure
3.16 to Figure 3.21.

School ECOAS
8. REC

Research/
Non Research N Mean t P-value

SHE
2018

No 920 8.86
7.78 0.000

Yes 155 9.6
Jan - May

2019
No 937 8.84

7.42 0.000
Yes 191 9.46

SES
2018

No 3270 8.61
7.44 0.000

Yes 728 9.01
Jan - May

2019
No 2787 8.78

10.20 0.000
Yes 975 9.2

SMHS
2018

No 317 8.78
2.37 0.01

Yes 106 9.16
Jan - May

2019
No 304 8.85

1.51 0.07
Yes 118 9.05

SB
2018

No 911 8.73
2.82 0.000

Yes 89 9.09
Jan - May

2019
No 1166 8.74

2.17 0.01
Yes 136 8.99

SAAD
2018

No 134 8.59
-0.9 0.16

Yes 4 7.76
Jan - May

2019
No 133 8.31

0.48 0.32
Yes 5 8.73

SSSG
2018

No 394 8.87
-1.0 0.15

Yes 95 8.73
Jan - May

2019
No 516 8.89

-0.8 0.21
Yes 116 8.79

Table 4.18: Recommendation Factor ANOVA between Teaching-and-Research Professors
and Teaching-only Professors by School

Evaluation Table 4.18: For the case of the Recommendation Factor, basically we got
the same results. Both the School of Arts, Architecture and Design and the School of So-
cial Sciences and Government presented p-values higher than our alpha, additionally their
t-statistics are lower than zero. That is how we can say that, even though their registered
means are different when comparing these two type of professors, in reality they are not, sta-
tistically for this academic periods we can not say that at these schools one type of professor
is better than the other one. On the other hand, the rest of the schools, Humanities and Ed-
ucation, Engineering and Sciences, Medicine and Health Sciences and Business, presented a
p-value lower than 0.05, stating that the means of these professors in each of those schools,
are statistically different between each other.
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4.1.4 ANOVA Dataset E
This subsection corresponds to the ANOVA results when comparing the ECOA means of
professors with certain characteristics coming from the dataset which was pre-processed with
the Coarsened Exact Matching Technique. Thus, we will see if these results are different from
Dataset B, which was not preprocessed at the beginning.

ECOA
Question

F-statistic P-value F-crit

05. Intellectual
Challenge

1.2982 0.2545 3.8417

06. Learning
Guide

12.5552 0.0004 3.8417

08. Recom-
mendation

0.2867 0.5923 3.8417

Overall 0.6198 0.4310 3.8417

Table 4.19: ANOVA: Matched Male vs Female Professors

Evaluation Table 4.20: We saw the comparison of Male and Female Professors in
Figure 3.24. Now we want to know if those results are statistically significant or not. By
taking a look to this table we can see that there is only one statistical difference in our analysis,
this corresponds to the Learning Guide Factor. Its p-value is lower than 0.05 and F-statistic is
higher than F-crit.

ECOA
Question

F-statistic P-value F-crit

05. Intellectual
Challenge

0.729 0.393 3.841

06. Learning
Guide

23.338 1.055E-06 3.841

08. Recom-
mendation

1.117 0.290 3.841

Table 4.20: ANOVA: Matched Teaching-Only Professors Male vs Female

Evaluation Table 4.20: We obtained two different results when we took into consid-
eration the comparison between Male Teaching-Only Professors and Female Teaching-only
Professors. The only statistical difference we identified was in the Learning Guide Factor,
since we got a p-value lower than alpha and an F-statistic higher than F-crit. The other two
factors did not met the criteria to identify any significant difference in the means of these
groups. This ANOVA corresponds to Figure 3.25.
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Now let us see what kind of results we got for the professors who also were identified
as researchers at these academic periods.

ECOA
Question

F-statistic P-value F-crit

05. Intellectual
Challenge

0.095 0.757 3.843

06. Learning
Guide

2.562 0.109 3.843

08. Recom-
mendation

0.2398 0.624 3.843

Table 4.21: ANOVA: Matched Teaching-and-Research Professors Male vs Female

Evaluation Table 4.21: In this case, we did not get any satisfactory result. Apparently
there is no different in means in any of the three factors we are considering between Male and
Female Teaching-and-Research Professors, when a matched dataset is being studied. P-values
are too high and F-crit is higher than F-statistic in our three cases. This ANOVA corresponds
to Figure 3.25.

We continue with our analysis, Table 4.22 will let us know if the ECOAs’ means of
researchers with different proficiency levels are different from one another.

ECOA
Question

F-statistic P-value F-crit

05. Intellectual
Challenge

15.455 5.3E-10 2.606

06. Learning
Guide

7.540 4.967E-05 2.606

08. Recom-
mendation

14.266 2.986E-09 2.606

Overall 13.169 1.48E-08 2.606

Table 4.22: ANOVA: Matched Researcher Proficiency Levels

Evaluation Table 4.21: As we can see, all of our factors present a significant difference
in their means. Intellectual Challenge, Learning Guide and Recommendation factors meet the
requirements, P-values are way lower than 0.05 and F-statistics are higher than F-crit. At the
end of the table, we present the ANOVA results when the evaluations of the three questions
are considered as one. There is statistical difference between the means of professors with dif-
ferent proficiency levels. P-value and F-statistic meet the requirements as well. This ANOVA
corresponds to Figure 3.23.
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Moreover, we present the results for the general comparison between Teaching-only and
Teaching-and-Research Professors when we take into account the CEM dataset.

ECOA
Question

F-statistic P-value F-crit

05. Intellectual
Challenge

715.085 4.455E-156 3.841

06. Learning
Guide

403.054 3.479E-89 3.841

08. Recom-
mendation

482.824 2.407E-106 3.841

Overall 576.34 2.07E-126 3.841

Table 4.23: ANOVA: CEM Teaching-only Professors vs Teaching-and-Research Professors.

Evaluation Table 4.23: Our analysis of variance presented forceful results. We have
identified that there is a notorious difference in ECOA means of professors who are either
Teaching-only or Teaching-and-Research. When we take each of the factors individually, we
found p-values way lower than 0.05. Additionally, this table contain the lowest F-statistics
registered of all of the analysis that we have mentioned before. The difference is still signif-
icant when we consider each factor as one, it meets the requirements since we can say that
its p-value is zero and the F-statistic is superior than F-crit. The ANOVA corresponds to the
Figure 3.22.
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4.2 Logistic Regression
In the following subsections, we will cover how we applied Logistic Regression to some of
the different data sets we are studying, with the respective evaluations of their results.

4.2.1 LR Dataset A
In order to apply data mining techniques to find patterns on the datasets, we determined if
some specific characteristics prevail when professors are evaluated as good or bad (above/below
the mean) by student opinion. To accomplish this, we used Logistic Regression, also called
logit regression, a technique used to find the probability that a binary goal variable takes the
value yes or no, based on the attributes that define the goal variable. It uses a logistic function
whose coefficients are calculated from the data to best fit the classification of goal variable as
a yes or no. Next, since this dataset contains more than 60 features, we ranked the variables
that provide better accuracy individually running a Recursive Feature Elimination algorithm,
that recursively removes features using the remaining attributes to work out the combination
of attributes that contributes to the prediction of the goal variable. Making combinations of
the attribute variables and using 80% of the data for training and 20% for testing, we found
multiple models with accuracy ranging between 50% and 80%. Later on, we will see how this
algorithm helped us to get the best model.

Recursive Feature Elimination

First, we will see how does the features behave when we separate courses given to graduate
students only. Let us remember that among the more than 60 features presented in this dataset,
some of them are related to the professor and some others to the group, the following tables
make this indication as well. In first instance, we have found that the ranking of variables on
groups of graduate students show that these students score better to professors who: 1) have a
higher responsibility percentage in the group, and 2) are researchers. Also, professors receive
a higher grade when the course is being transmitted to multiple campuses of Tecnologico de
Monterrey and when there are more senior students in that certain course. We illustrate the
first 15 ranked features in Table 4.24.

On the other hand, at groups with undergraduate students, we have found that the aver-
age score of the ECOA for the three factors combined is positively correlated for professors
that: (1) also teach at high school, (2) have a foreign nationality, (3) teach more groups, (4)
have a greater percentage of responsibility of the group, and (5) is a teaching-only professor.
The full list of ranked professor and group features are shown in Table 4.25.

Table 4.26 shows the ranking for professor features only at undergraduate courses. In
both cases, at graduate courses and at undergraduate courses when we focus only on the pro-
fessor features, the percentage of senior students in the group or number of graduate students
attended, is ranked among the top 6 features, which indicate that the maturity of students
contributes most to scoring professors higher. Additionally, observing that percentage of re-
sponsibility is in the top 5 features in both populations indicates us that team teaching seems
to affect the professors’ evaluations in a negative way.
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Rank Feature Professor / Group
1 Percentage of

responsibility of the
group

Professor

2 Is a
teaching-and-research

professor

Professor

3 Class transmitted to
multiple campus

Group

4 Number of senior
students

Group

5 Number of hours at
classroom

Professor

6 Number of credits Group
7 Foreign nationality Professor
8 Number of

undergraduate
students attended

Professor

9 Number of scientific
publications

Professor

10 Percentage of
participation on the

survey

Group

11 Number of graduate
students attended

Professor

12 Number of laboratory
hours

Group

13 Main professor Group
14 Total number of

students attended
Professor

15 Number of teaching
hours

Group

Table 4.24: Professor and group features ranked by the Recursive Feature Elimination algo-
rithm on groups of graduate students.



CHAPTER 4. RESULTS 67

.
.

Rank Feature Professor / Group
1 Percentage of

participation on the
survey

Group

2 Number of high
school students

attended

Professor

3 Foreign nationality Professor
4 Number of teaching

hours
Professor

5 Percentage of
responsibility of the

group

Professor

6 Main professor Professor
7 Number of credits Group
8 Is a terminal group Group
9 Is a teaching-only

professor
Professor

10 Total number of
students attended

Professor

11 Number of
undergraduate

students attended

Professor

12 Certified in the
teaching abilities

program

Professor

13 Number of hours at
classroom

Professor

14 Number of senior
students

Group

15 Class transmitted to
multiple campus

Group

16 Number of graduate
students attended

Professor

17 Number of laboratory
hours

Group

18 Number of scientific
publications

Professor

Table 4.25: Professor and group features ranked by the Recursive Feature Elimination algo-
rithm on groups of undergraduate students.
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Rank Feature
1 Number of high school students

attended
2 Has a PhD
3 Certified in the teaching abilities

program
4 Number of undergraduate students

attended
5 Number of graduate students

attended
6 Total number of students attended
7 Has a masters
8 Number of scientific publications
9 Is a teaching-only professor
10 Foreign nationality

Table 4.26: Professor features ranked by the Recursive Feature Elimination algorithm on
groups of undergraduate students.

Logistic Regression

Next, we tried to identify if some specific characteristic prevail when professors are evaluated
as alpha or beta (above/below the mean). In order to do this, we used Logistic Regression.
The results of the Recursive Feature Elimination where taken into account several times. We
performed several logit experiments until, we tried a considerable amount of combinations to
our model until we could get an acceptable result. Among all the features and combinations
we only found one model which gave us a good result. We achieved this by applying this
method to sample of graduate students only, this model presented the highest accuracy, 80%,
and it only had a single variable; namely, the percentage of senior students. With this single
variable, it was possible to forecast if a professor would be qualified above or below the
average in 80% of the cases. In all of our other cases, we got accuracies hovering around 40
and 50 percent.

The confusion matrix of this model is illustrated in Figure 4.2, where it can be observed
that it is more likely to predict bad professors as good ones (38) than to predict good professors
as bad ones (15). In other words, the total sample population consisted of 267 professors. Out
of it 145 are considered as alpha, this model could identify 130 of them leaving 15 incorrect
predictions. On the other hand, this sample population consisted of 122 beta professors, this
model could identify 84 of them correctly, leaving 38 incorrect predictions. Figure 4.2 shows
the ROC curve (Receiver Operating Characteristic) of this model, it covers 80% of the area
and shows that the model built is a reliable approximation of the unknown true model.
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Figure 4.1: Confusion matrix for the Logistic Regression model based on the number of senior
students in the graduate group.

Figure 4.2: Receiver Operating Characteristic (ROC) Curve for the Logistic Regression mod-
els built using Feature Elimination on the variables of the first dataset
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4.2.2 LR Dataset B
Now that we have seen the results of the Logistic Regression and the Recursive Feature Selec-
tion, we will see how much do they differ from the ones applied to Dataset B. Since Dataset
B does not present much features it was unnecessary to apply RFE. In order to perform logit
regression to this data, we decided to create models when we manipulated our dataset in sev-
eral ways. First, since our dataset presents a big difference in records, meaning that more than
68,000 records correspond to Teacher-only Professors and only more than 9,000 corresponds
to Teaching-and-Research Professor, we wanted to see which model fits the data in a better
way, when we use it just the way it is or when we balance it by applying an algorithm in
python. Then, a second variation we will try is changing the criteria to determine if a profes-
sor is be classified as alpha or beta when taking into account their score in the ECOA Survey.
In the following experiments we will consider two criteria. The first one is when we identify
alpha professors to those whose score is in the top 10% of all, this means that we split the data
in deciles, and beta to those whose score falls in the rest of the percentage. The second case
is when we identify alpha professors to those whose score fall in the top 25%, meaning that
we now use quartiles, and beta to those whose score fall in the other 75%. Finally, the last
variation we will be applying in this dataset is the question or questions of the student survey
that will be analyzed. In the last subsection, we saw that Logistic Regression was applied
when the three factors were considered as one, meaning that we only deal with the average of
the three questions. However, in this dataset, we will be doing the same analysis, the average
of the three questions, and a logistic regression for each of the questions separately. Let us
continue with the results of each case. The results of the most important metrics for each case
will we presented at the end using a comparative table.

A. Logistic Regression: Decile / Balanced dataset

When we finish balancing the dataset, we got the following. The number of Teacher-Only
Professors stood in 68,203 and the number of Research-and-Teaching Professors went up ap-
proximately 7.5 times higher until equalize the other. Hence, we got 23,569 alpha professors
and 112,837 professors considered as beta. Figure 4.5 illustrates the ROC Curve with a result
of 0.75 and Figure 4.4 corresponds to the confusion matrix.

Figure 4.3: Receiver Operating Characteristic (ROC) Logistic Regression: Decile / Balanced
dataset
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Figure 4.4: Confusion Matrix Logistic Regression: Decile / Balanced dataset

B. Logistic Regression: Decile / Imbalanced dataset

In the case of the imbalanced dataset, the number of teacher-only professors is 68,203 (same
quantity as the balanced one) but, 9,327 is the amount of teaching-and-research professors. In
addition, once we classify our alpha and beta professors we got 7,651 and 70,659 respectively.
Figure 4.5 corresponds to its ROC Curve with a result of 0.70, and the Confusion Matrix is
illustrated in Figure 4.6.

Figure 4.5: Reciever Operating Characteristic (ROC) Logistic Regression: Decile / Imbal-
anced Dataset

Figure 4.6: Confusion Matrix Logistic Regression: Decile / Imbalanced Dataset
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C. Logistic Regression: Quartile / Balanced Dataset

When we are considering quartiles instead of percentiles, the number of alpha professors
increase and the amount of beta ones decrease. In this case, for a balanced dataset, we got a
total of 35,120 alpha professors and 101,286 beta professors. Later on, we will see what was
resulted from this experiment in the summary table.

D. Logistic Regression: Intellectual Challenge Decile / Balanced Dataset

When the only factor we are studying is the Intellectual Challenge in a balanced dataset, we
get 28,020 alpha professors and 108,836 beta ones. Let us take a look to Figures 4.7 and 4.8
to analyze its ROC Curve and Confusion Matrix.

Figure 4.7: Receiver Operating Characteristic (ROC), Intellectual Challenge: Decile / Bal-
anced Dataset

Figure 4.8: Confusion Matrix, Intellectual Challenge: Decile / Balanced Dataset
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E. Logistic Regression: Learning Guide Decile / Balanced Dataset

The next factor to analyze is the Learning Guide when having our dataset balanced. This
factor registered 28,068 alpha professors and 108,339 beta professors. Its ROC Curve and
Confusion Matrix are illustrated in Figure 4.9 and Figure 4.10. The first one covered 83% of
the data.

Figure 4.9: Receiver Operating Characteristic (ROC) Learning Guide: Decile / Balanced
dataset

Figure 4.10: Confusion Matrix Learning Guide: Decile / Balanced dataset
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F. Logistic Regression: Recommended Professor Factor Decile / Balanced Dataset

Finally, we applied Logistic Regression to the Recommendation Factor while making use of
a Balanced dataset. Here, more than 106,000 professors fall in the beta category and almost
30,000 in the alpha one. Figure 4.11 shows how in this case we obtained 0.82 in the ROC
Curve. Besides this, we present its Confusion Matrix in Figure 4.12, let us remember that 0
stands for beta professor and 1 stands for alpha.

Figure 4.11: Receiver Operating Characteristic (ROC) Question 8: Decile / Balanced Dataset

Figure 4.12: Confusion Matrix Question 8: Decile / Balanced dataset
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Now that we have made all our possible models we present in the next table the results
of the most important metrics we follow in order to identify which model fitted better our data
and what type of contributions does it make. Table presents the six cases we discussed before.
Let us first remember that accuracy is given by the number of correctly classified examples
divided by the total number of classified examples [15]. In terms of the confusion matrix,
precision is known as the ratio of true positives to the sum of true and false positives, in other
words, this determines the percentage of instances that were correctly classified as positive,
when true positives and false positives are taken into account. That is why, while we get a
higher value, we say that our model fits data in a better way. On the other hand, recall helps us
knowing the percentage of professors correctly classified as alpha when all the true positive
and false negative instances are taken into account. In our next Chapter, Discussion, we will
broadly discuss what can we conclude from Table 4.27.

Case Accuracy Precision Recall
A 81.71% 65.79% 54%
B 91.25% 61.43% 30.94%
C 80.71% 65.79% 54.03%
D 86.81% 67.67% 69.04%
E 86.66% 67.42% 68.94%
F 86.38% 69.70% 67.62%

Table 4.27: Logistic Regression Results Dataset B
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4.3 Panel Data Modelling

4.3.1 Dataset D
In this section, the outcomes of five different Panel Data Regressions are exposed along with
their tests. When it comes to a Panel Data Regression, there are several methods that can
help us evaluating which Panel Data Regression technique fits better to our data base. These
methods are composed by plmtest which evaluates the Pooled Regression, the pFtest which
compares the Fixed Effects Model with Pooled and the phtest which compares the Random
Effects with the Fixed Effects. First, we will see what kind of results we got from those
five regressions, Pooled Regression by OLS, Between Estimator by OLS, First Difference
Estimator, Fixed Effects Estimator and Random Effects Estimator. Later on, we will cover
the Evaluation part of the Cross Industry Standard Process for Data Mining when we show
the results of those tests we mentioned before.

Pooled Regression by OLS

When it comes to Panel Data, Pooled Regression by OLS usually is not a good technique to
use because is a bad fit of the data, pooled is actually ignoring that we are managing a panel
data. We are confirming that by taking a look to our results in Figure 4.13, R-squared is so
low because the error terms are highly correlated and this estimator is not taking care of that,
a lot of information is being lost in this particular model.

Figure 4.13: Pooled Regression by OLS
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Between Estimator by OLS

In the second and last estimator that applies OLS we found similar results as the Pooled
Regression one. As shown in Figure 4.14, our outcomes are very poor, it does indicate that
the three features are significant but the R-squared is very low. The Between estimation model
by OLS is definitely not a fit to this data.

Figure 4.14: Between

First Difference Estimator

Figure 4.15 corresponds to First difference which exploits the features of panel data and finds
the association between the individual specific changes in the dependent variable. In this case,
we did not get any significant variable, every feature got dropped. The R-squared is extremely
low. We found two main differences in this estimator, the first one is that none of the variables
from the dataset are being identified as significant. The second one is the poor value of the
R-squared. We did not expected this since we had consider that the professor’s age, type, and
academic level could be affecting directly their scores in student evaluations.
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Figure 4.15: First Difference

Fixed Effects Estimator

As shown in Figure 4.16, Fixed Effects dropped every variable but the class of the profes-
sor’s age. Since Academic Level, gender and type of professor are time invariant, they all got
cancelled by the algorithm. We also got a very low R squared. Before going to the next sub-
section, it is important to know that one of the main differences between Random effects and
this estimator is that the first one assumes that individual specific effects are independent of
the regressor, this means that the correlation between the alpha and Xi is taken as 0. However,
in Fixed Effect, none zero correlation is assumed.

Figure 4.16: Fixed Effects
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Random Effects Estimator

As for our last Panel Data Experiment, Figure 4.17 illustrates somehow similar results com-
pared to the ones we got in the Beetween Estimator Model. Same features resulted highly
significant to our goal variable. Later on, in the next chapter we will discuss broadly these
results and why we consider them important.

Figure 4.17: Random Effects
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Summary Panel Data Table

Now, since these models take into account same type of estimators, we decided to expose
them in the following table. First, we have the name of the five models we applied followed
by the different and most estimators to take into account in order to decide which was our
most effective experiment. Let us remember that for the Adjusted R2 the higher the value, the
better it is, and it can go from 0 to 1. The Residual Sum of Squares (RSS) is a discrepancy
measure between the data and our estimation model. In this case, the lower the value, the
better our model since it indicates a better fit to the data. Our third estimator, the Relative
Standard Error follows the same criteria, the lower the value the better, and it goes from zero
to one. Finally, as we have seen in other experiments, the p-value is a very important estimator
to follow, in this case we are still expecting for a value lower than 0.05.

Models Adjusted R2 RSS (error) RSE P-value
Random Effects 0.47 12955 0.6468168 2.22E-16
Feature Effects 2.5E-5 8541.7 0.5251903 0.94084
First Difference 3.04E-5 16306 0.8623135 0.56488

Between 0.076 67029 0.8613704 1.63E-15
Pooled 0.006 23885 0.8690306 2.22E-16

Table 4.28: Panel Data Models Results

Panel Data Statistical Tests

By now, we cannot say which one is the best model for our data just by looking at the R-
squared or the significant features identified, we need to verify it statistically, several test will
tell us which estimate is more suitable for our panel data. As we mentioned before, in order
to evaluate the fitness of the Panel Data Models, we need to apply three different stistical
methods, figures 4.18, 4.19 and 4.20 correspond to the results of those tests show their results.
We will discuss these evaluation methods broadly in the next Chapter.

Figure 4.18: Lagrange Multiplier Test, Random Effects vs OLS
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Figure 4.19: Random and Fixed Effects Comparison

Figure 4.20: Fixed Effects and OLS Comparison

4.4 Summary
Chapter Four has been one of the broadest sections of this thesis. First of all, we divided it in
three subsections, Analysis of Variance (ANOVA) Logistic Regression and Panel Data. The
first part, basically evaluated the results of Exploratory Data Analysis that we did in Chapter
3 for all the different data sets. We did this in order to identify which results were definitely
valid statistical findings. We applied it to Dataset A, B, C and E. In the second part of this
chapter we explained how did we manage to apply logit regression in Dataset A and B. In
A we saw how we implemented Recursive Feature Elimination and in both we evaluated our
results with different estimators and figures. Finally, we ended up by illustrating how we
took advantage of our time-series dataset (E) by applying different Panel Data Models. In the
next chapter, we will discuss how our experiments have contributed to answer our research
questions.



Chapter 5

Discussion and Deployment

5.1 Discussion

5.1.1 Dataset A
We show a summary of the mean score for both teaching-only and teaching-and-research
professors at different levels and obtained from the first dataset (August-December 2017) in
Figure 5.1. The advantage of teaching-and-research professors is observed at all levels, except
in undergraduate groups. The ANOVA analysis helps us by stating that these means are indeed
significantly different from each other. Additionally, note that graduate students evaluate the
teaching-and-research professors even higher when thesis groups are considered.

Course Level Teaching-Only Professors Teaching-and-Research Professors
Undergraduate 8.89 8.90

Graduate 9.89 9.21
Undergraduate and Graduate 8.9 9.21

Graduate and Thesis 9.18 9.57

Table 5.1: Professors’ evaluation means results classified by different levels. Note that a
professor might be teaching simultaneously in undergraduate and graduate groups, but his/her
evaluation is accounted for in the corresponding level.

Ranking of professor and group characteristics using the Recursive Feature Elimination
(RFE) algorithm permitted to identify the relevance that students would assign to them (see
Table 4.24 to Table 4.26). Table 5.2 shows the comparison of the rankings obtained by RFE by
analyzing the responses of undergraduate and graduate students. The column Agreement has
the absolute difference of both rankings: the lower this number, the most similar relevance
both students assigned to a given feature. In the top of table 4 are the features with more
agreement, meanwhile features ranked by only one type of students are at the bottom.

82
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Feature Type Feature
Under-

graduate
Rank

Graduate
Rank Agreement

Group Number of credits 7 6 1

Professor
Number of

undergraduate
students attended

11 8 3

Professor Foreign nationality 3 7 4

Professor
Percentage of
responsibility
of the group

5 1 4

Professor
Total number of
students attended 10 14 4

Professor
Number of graduate

students attended 16 11 5

Group
Number of

laboratory hours 17 12 5

Professor Main professors 6 13 7

Professor
Number of hours

at classroom 13 5 8

Group
% of participation

on the survey 1 10 9

Professor
Number of

scientific publications 18 9 9

Group
Number of

senior students 14 4 10

Group
Number of

teaching hours 4 15 11

Group
Class transmitted

to multiple campus 15 3 12

Professor
Number of high
school students

attended
2 -

Group Is a terminal group 8 -

Professor
Is a teaching-only

professor 9 -

Professor
Certified in the

teaching
abilities program

12 -

Professor
Is a teaching and

research professor - 2

Table 5.2: Agreement/Disagreement between graduate and undergraduate students ranking of
Professor and Group features based on the Recursive Feature Elimination algorithm.
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The features that undergraduate students rank high and graduate students rank low are:
Foreign nationality (3 vs 7), Being the main professor at team-teaching classes (6 vs 13), Per-
centage of participation on the survey (1 vs 10), and the number of professor’s teaching hours
(4 vs 15). Additionally, four features were ranked only in undergraduate groups: the num-
ber of high school students attended by the professor (ranked 2nd), terminal groups (ranked
8), teaching- only professors (ranked 9), and being certified in the teaching abilities program
(ranked 12).

The features that graduate students rank high and undergraduate students rank low are:
the percentage of responsibility of the group in team-teaching groups (1 vs 5), the number
of hours spent in the classroom (5 vs 13), the number of scientific publications made by the
professor (9 vs 18), the number of senior students in the group (4 vs 14), and whether the
class is transmitted to multiple campuses (3 vs 15). Additionally, the unique feature that was
ranked only at graduate groups was: being a teaching-and-research professor (ranked 2nd).

As it can be seen and could be expected, features related to the professor’s research ac-
tivities are more appreciated by graduate students: 1) being a teaching-and-research professor
(ranked 2), 2) classes with more hours of theory (ranked 5), and 3) the number of scientific
publications made by the professor (ranked 9). The prominence of the ranking obtained by
classes transmitted to multiple campuses at graduate groups can be explained by the relative
higher number of these groups at graduate programs.

On the other hand, undergraduate students appraise professor features such as: 1) be-
ing a teaching-only professor (ranked 9), 2) the number of high school students attended by
the professor, and 3) being certified in the teaching abilities program (ranked 12). Another
feature ranked high by undergraduate students was having a foreign nationality (ranked 3),
which seems to be appealing to Mexican students. And finally, features related to maturity of
students was also ranked high on undergraduate groups: being a group of the last semesters
of the program (ranked 8th).

Our results confirm the correlation found by both Stack [65], Ting [67] and Spooren
[63] between student perception of teaching quality and research activities. Stack and Ting
correlate teacher’s productivity, in terms of papers and citations, with higher scores on student
evaluation. As for the results of the Recursive Feature Elimination, we have seen that being a
teaching-and-research professor is one of the most highly positively correlated features with
the professor’s score in a student survey, see Table 4.24. This variable proves the statement
which indicates that professor’s research productivity is a valuable indicator of a teacher’s
educational skills and knowledge of the subject matter and is reflected on student evaluation
of teaching [63] . In addition, we saw in Tables 4.24, 4.25 and 4.26 that the maturity of
students contributes most to scoring professors higher. A similar study also indicated that
the older the student evaluating the professor, the higher score will be given [12]. Moreover,
observing that percentage of responsibility in both populations indicates that team teaching
seems to affect the professors’ evaluations in a negative way.
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5.1.2 Dataset B
We confirmed the previous result by the analysis of the second dataset even when we split
the weighted score into the three satisfaction dimensions of the ECOA survey. In the first
place, we observed that Professor Recommendation is scored lower than Learning Guide and
Intellectual Challenge overall. And when we compare the scores obtained by teaching-only
and teaching-and- research professors, we observed again that the latter obtain a higher score
in all the three dimensions.

Our results are consistent with their findings as long as those professors we classified
as teaching- only have very few scientific publications in comparison to those classified as
teaching-and- research professors. The latter has at least one research product by year and
depending on their discipline this number varies. Nevertheless, the differences of both kinds
of professors given the average scores of the three teaching dimensions is more evident. We
can attribute this pronounced difference to the definition of researcher we used, which is sup-
ported by CONACYT (the Mexican Council for Science and Technology), an external agency.
Furthermore, our results contribute to this discussion by analyzing the effect of gender on
teaching quality. In our analysis, female professors are better evaluated than male professors
as Intellectual Challenge (05. RET), Learning Guide (06. APR) and Professor Recommen-
dation (08. REC), confirming the observations of Basow and Montgomery [9] and Smith
and colleagues [62]. And whereas this difference is also observed among teaching-only pro-
fessors, it is reversed among teaching-and- research professors, where male researchers are
better evaluated by students in two teaching dimensions, Intellectual Challenge and Professor
Recommendation.

On the other hand, we observed that aging seems to improve teaching quality of teaching-
and-research professors but when ANOVA was applied we identified that it only happens in
the Intellectual Challenge Factor. On the other hand, aging negatively affects the teaching
quality of teach-only professors. The pattern found for teach-only professors is consistent
with the results of Spooren [63], McPherson and Jewell [65] and McPherson and colleagues
[52], on which they notice that younger teachers receive higher evaluations of students. Never-
theless, when we analyze teaching-and-research professors we found the opposite trend. This
could be attributed to the experience accumulated through years of research, as pointed out by
McPherson [52]. In both cases, the dimension Professor Recommendation showed the higher
difference between the youngest and the oldest professors. In terms of proficiency level, we
also found differences among teaching-and-research professors. In this case, an increase in
the proficiency level is correlated with the quality of teaching in the three dimensions. An im-
portant finding is that researchers classified in the two upper levels of proficiency have similar
scores, they are not statistically different between them but they are significantly higher than
the lower two. Finally, we would like to point out that we found evidence of an improvement
in teaching quality of the professors overall (see Figure 3.6). The causes of this improvement
must be further studied. By now, we can only hypothesize that this variation is attributed to
institutional efforts on educational innovation and training for all the professors.
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5.1.3 Dataset C
As for our third dataset, we have identified that when considering periods from 2016 to 2019,
Teaching-and-Research Professors are better evaluated in the Recommended Professor Fac-
tor, whereas for the 2018 and 2019 periods, Teaching-and-Research Professors are evaluated
better in the Intellectual Challenge one. Later on, when we take into consideration the schools
of Tec de Monterrey, we got interesting results. At the Humanities and Education School,
Teaching-and-Research Professors had higher scores in both academic factors, in fact these
type of professors got the highest evaluations at this precise school. Moreover, in the Engi-
neering and Sciences School, Teaching-and-Research Professors were better evaluated in both
factors and in all periods.

On the other hand, in the School of Medicine and Health Sciences, Teaching-and-
Research and Teaching-only professors’ scores were not statistically different in 2018 for the
Intellectual Challenger Factor, it was only in the next year where researchers surpass full-time
professors. In the other dimension, we saw that Teaching-only professors got higher scores
in the first period, the second one did not favored any type of teacher. In general, this school
presented very close scores between both type of teachers. In addition, Teacher-only profes-
sors received higher scores at this one compared to any other school. In Business School,
the advantage was very clear, again for Teaching-and-Research professors at both dimensions
in every period. Despite all these results, in the last two schools we did not found the same
results. The School of Architecture and Arts did not presented any statistical difference in the
means of professors. It was at this school where we identified that Researchers developed the
worst. The Social Sciences and Government also did not presented any statistical differences
in the mean scores of professors.

5.1.4 Dataset D
When it comes to Figure 4.17 and by taking into account equation 3.2, we can make the
following statements. First, the model gives us a result of 8.97 for the intercept. This means
that if Tecnologico de Monterrey wants to know the average score of a professor for the
next academic period, just taking into account their specific average scores of the last five
semesters, and without considering if he or she is a teaching-only or researcher professor, his
or her age, and their gender, the teacher will get a score of 8.97. Additionally, if we take a
look at the regression beta coefficients or slopes, for each of the independent variables, it can
be said that if the professor is a woman, the average score will be affected by 0.047 points
negatively. In the case of the type of the professor the 0.24 coefficient means that, when
a teacher is also a researcher it is expected that his or her score will be benefited by that
amount of points. For the last variable, a coefficient of -0.26 was gotten by the model. This
can be interpreted as whenever a professors’ age belongs to a higher range, the score will be
affected negatively by that number. On the other hand, it is worth mentioning that the model
shows us that all of the independent variables mentioned before are statistically significant
to the average score, which is the dependent variable. This is concluded by taking a look to
their p-values, each of them are lower than 0.05. The next column of the coefficients table
represents the standard errors which define the accuracy of each of the beta coefficients and it
reflects how the coefficient varies under repeated sampling. Since both of the p-values for the
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intercept and the predictor variables are highly significant, the null hypothesis can be rejected
which means that, there is a significant association between the predictor and these outcome
variables.

Once this has been identified we can continue checking how well the model fits the
data through the goodness-of-fit process. According to Table 4.28 this model got a Residual
Standard Error of 0.646818, meaning that the observed score values deviate from the true
regression by that number. In other words, if we divide the mean value of the scores is
8.91878297 by the RSS we get a value 13.7887%. We identify this as our percentage error
and since it is considerably low, it is an acceptable prediction error for this specific problem
context. Another point to emphasize is that the R-squared is 0.4723. This is a value that can be
considered as low but in this case we consider it as significant given the nature of the problem,
an R-squared of that magnitude in the are of Social Sciences represents a strong significant
result.

For instance, the Lagrange Multiplier Test shown in Figure 4.18 decides between ran-
dom effects regression and an OLS Pooled Regression by applying the plmtest in R. The null
hypothesis is that there is no significant difference across cross-sectional units, this implies
that Random Effects model cannot be rejected as the best model. Figure 4.18 illustrates a
p-value lower than 0.05, this means that our test is significant, so the null hypothesis in favor
of OLS is rejected. OLS is not a better fit than Random Effects.

On the other hand, the LM test, shown in Figure 4.20 to choose between the Fixed effects
and the OLS can be done by utilizing the pFtest in R. This method implies that there are no
time invariant effects so OLS should not be used. Since Figure 4.20 illustrates a p-value close
to 0, we reject the null hypothesis and we can imply that the Fixed Effects Estimator is a more
suitable method than OLS.

Now, since our tests did not favored OLS, we need to verify statistically which of the
other estimates, either Random Effects or Fixed Effects, fit better into our model. In order
to do that we performed the Hausman Test, phtest in R. Figure 4.19 shows a p-value higher
than 0.05 which means it is not significant. We found out that the null hypothesis can not be
rejected meaning that we fail to reject that the preferred model is random effects.

5.1.5 Dataset E
As for our last dataset, when we manage preprocessed data we found that Teaching-and-
Research Professors are better evaluated when students analyze them as Intellectual Chal-
lenger, Learning Guides and Recommended Professor. This result was the same one as the
one we got in Data Set B when data was not preprocessed. As for the study of Teaching-and-
Research Professors when we take into account their SNI Proficiency Level, we got almost the
same results as Data Set B. The higher the proficiency level the higher you are evaluated as a
professor. This applies until Level 2, our results indicate that SNI Level 3 does not guarantee
a higher evaluation since the mean was lower than the group of SNI Level 1. Dataset B results
were different in this, we saw that Level 2 and 3 SNI got the highest evaluations and they were
not statistically different among them.
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In general, when all three factors were averaged,we did not find any difference between
Male and Female Teachers. When we analyze the three questions separately, Female Pro-
fessors were better evaluated in Learning Guide Factor, at other dimensions, means were not
different. In the case of teaching-only professors we saw that Female are as well better eval-
uated in Learning Guide Factor than Male teachers. We did not find any other statistical
difference at the rest of the dimensions. Finally, when we studied Teaching-and-Research
Professors we also did not find any difference when the gender was also being considered.

5.2 Deployment
This section comprises the last part of the CRISP-DM Methodology. We related it somehow
to the essentials behind the theory of Actionable Knowledge Discovery that we covered at the
beginning. By taking into consideration all the results we got in the past few sections, we
would like to offer Tecnologico de Monterrey the following recommendations. The way in
which we think our findings could be put into action is through taking into consideration the
following advises.

1. Ensure offering courses given only by Teaching-and-Research Professors at Graduate
Levels.

2. At Graduate Levels, make sure to offer all classes at a national scheme.

3. Certificate of Teaching abilities does not guarantee higher ECOA scores at Undergrad-
uate Levels, actually it has a negative correlation with the professors’ evaluations.

4. Team teaching is not the most effective strategy to follow. Keep offering courses where
one professor is fully responsible of the class, this applies for both academic levels.

5. Keep hiring professors with PhDs, they usually are better evaluated at both academic
levels. Masters is not sufficient.

6. Take into consideration that students tend to evaluate lower to Foreign professors.

7. In general, Teaching-and-Research Professors have a higher teaching performance than
Teaching-only Professors. Find the way to increase the number of this type of profes-
sors.

8. The presence of younger teaching-only professors or older Teaching-and-Research Pro-
fessors at courses can ensure student satisfaction.

9. Allocate more Female Teaching-only and Teaching-and-Research Professors at Under-
graduate Level courses, according to students they are better as Learning Guides.

10. Keep hiring Teaching-and-Research Professors at the School of Humanities and Educa-
tion and Teaching-only Professors at the school of Medicine and Health Sciences.
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5.3 Summary
We have discussed into detail each of the results we got for every single dataset we were
managing in this research work. We followed that order covering the interpretation of the
ANOVA’s results, Logistic Regression results, Recursive Feature Elimination broad interpre-
tation, the assessment of our Panel Data experiments, and finally, the comparison of results
between the preprocessed data set and the original one. Later on, we gave some ideas on how
we could take those results into consideration in order to improve Tecnologico de Monterrey’s
future academic strategies in order to ensure student satisfaction.



Chapter 6

Conclusions

We presented a study in which we try to answer the research question regarding teaching
performance of teaching-only and teaching and research professors: Does the former perform
better than the latter according to student opinion in teaching and research institutions? The
context in which this question is addressed is given by teaching and research universities
ranked on the band 101 - 200 of QS world university rankings, although the same question
can be asked for universities with a teaching and research orientation, independently of the
ranking band.

We approached the research question by applying the methodology Cross-Industry Stan-
dard Process for Data Mining, known as CRISP-DM, which is a common method used in data
analytics studies. We applied the six steps which define the methodology that go from business
understanding to system deployment, including data understanding and preparation, as well
as modelling and model evaluation. The modelling phase of the CRISP-DM methodology
applied data mining and statistical methods that included Logistic Regression and Analysis of
Variance, Recursive Feature Elimination, Panel Data and Coarsened Exact Matching. When
we considered a relatively small data set with high dimensionality, we discovered that overall,
researchers have higher teacher performance that non researchers, graduate students evalu-
ate higher and that both type of professors have similar performance only at Undergraduate
courses. The calculation of coefficients of the logistic function using the training data yielded
a model that was applied to the holdout data that was set apart to test the model. The accu-
racy of the resulting model was evaluated using procedures like ROC curves and confusion
matrix which showed a statistically significant prediction capacity. On the other hand, when
a way bigger data set is considered, we also found that the scores for researchers are way
higher than teaching-only professors, in this case at all three academic factors. Also, for the
last 3 periods scores have presented a tendency of getting higher. Graduate students indeed
give higher scores than Undergraduate students in all three dimensions. We also were able
to create 6 additional Logistic Regression Models making an analysis for the overall and for
each of the academic factors achieving better results and comparisons among them. Once the
model was found, the experiments were carried out using different variables to perform runs
with data drawn from the undergraduate level, graduate level, the age of teachers, and teacher
gender. Then, when we consider only similar courses given by these two type of professors
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and we add an extra period of data we also found that researchers perform better than non re-
searchers at Intellectual Challenge Factor and Recommended Professor Factor, and we could
also see which schools favor the evaluations of both professors. Moreover, by transforming
our observations into Panel Data we have learned that, if we use the right estimation tech-
nique or model, we will could expect a better outcome on our R-squared value and it will be
a better fit to the model. Even though we did not get a very high R-squared, the obtained
value for the Random Effects Estimator was sufficient to be considered. We statistically prove
that from all of our estimators and experiments, the one that fits this data the best is Random
Effects. We also proved this when illustrating and comparing its results with the rest of the
models. So, Panel Data Modelling is a method that allowed us to estimate data which is both
time series and cross sectional. By studying the same cross-sectional unit over a period of
time we could found that features such as Type of Professor, professor’s age and gender are
statistically significant, these features do affect the average score of a professor in the ECOA.

By taking into consideration these results, we can state that there is statistical significant
evidence to reject the Null Hypothesis of our study. We have provided evidence in favor of
research professor yielding in teaching activity (The Alternate Hypothesis). In other words,
and as for our main research questions, Teaching-and-Research professors have better teach-
ing performances than Teaching-only ones. When we only analyze the Intellectual Challenge
Factor we found that the ones who performs better in general are the Teaching-and-Research
professors. Moreover, they are also considered better Learning Guides and additionally, this
type of teachers consequently tend to be more recommended by their students that Teaching-
only professors.

We have also found that Male professors are only more preferred at Graduate Levels and
that Female teachers have a slightly higher performance than Male Professors in Undergrad-
uate Courses and they are for sure considered better as Learning Guides at both Academic
Levels. As for the comparison of Teaching-and-Research Professors between Male and Fe-
male we saw two scenarios, in the first one, where our dataset has not been preprocessed with
the Coarsened Exact Matching Algorithm, we only found that Male Research Professors are
more recommended than Female ones. However, when we preprocessed our data we did not
find any differences. Since it is still uncommon to see Female Research Professors at Tec,
we believe that either Male Research Professors will still have a certain advantage but it is
worth mentioning that we do not believe this will for much longer. We have seen the tendency
that the number of Female Research Professors will approach in a considerable way the total
number of Male Research Professors in the near future since. The School of Sciences and
Engineering is the one with the largest number of research professors and the participation
of woman in STEAM research areas is becoming more common. That is why we believe
these results could easily change in the next academic periods. Furthermore, we can state
that Professor’s teaching experience does not determine their good or bad evaluations. We
have seen that, other features such as type of professor, gender, research proficiency level,
school, among others, are some of the characteristics that have a stronger correlation with the
professors’ evaluation.

Our research helped us identify that senior students usually evaluate their teachers better.
At the same time, one of the most important findings we had is that a higher researcher profi-
ciency level does not ensure higher performance in teaching. A professor with the last level of
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SNI usually have a worse performance than Level 1 professors, but having Level 1 or Level 2
does ensure being better evaluated at the ECOA. When it comes to aging, we found that it only
affects negatively to Teaching-Only Professors, in the case of Teaching-and-Research Profes-
sors, aging favors when the professor is being evaluated at the Intellectual Challenge Factor.
We expected that aging in research professors and research proficiency level could show a
similar behavior since it is still uncommon for Tec to have researchers who have gained a SNI
Level at an early age. Finally, to answer our last research question we can say that there is
indeed statistical differences in teacher evaluation’s scores between the academic levels. We
identified higher scores for graduate courses.

The results showed that in general, teaching and research professors perform better or
at least the same as teaching-only professors, on graduate or undergraduate academic levels
using data of student survey results of five semesters at Tecnológico de Monterrey, a teaching
and research university ranked in position number 158 of QS World University Rankings
2020. We hope that these results contribute to revising the believe that research professors in
teaching and research institutions are not good teachers in general.

For all of these reasons we can firmly say that we achieved all of our specified goals. We
were able to determine if Teaching-only Professors have better or worse teaching performance
than Teaching-and-Research Professors. We could also state what are the main characteristics
which makes a professor being good evaluated. In addition, we were able to analyze the
correlations of several features affecting professors’ scores. It was also possible to know
how these two type of professors were evaluated at the different schools of Tecnologico de
Monterrey. Our results also helped us to determine that student’s maturity level is key for a
teacher to be rated highly. At the final sections of the thesis we proposed some corrective
actions that can improve Tec’s educational services. We believe that research and results
of this type can surely facilitate Tecnologico de Monterrey teaching staff hiring with our
predictive models that can ensure student satisfaction.

Independently of teaching-only versus research and teaching professor behavior, we
believe that the results obtained may be useful information in scheduling teachers to classes in
running academic periods of higher education institutions. By identifying the group attributes
where researchers are best evaluated, we could recommend a better group assignment for
them, i.e., graduate courses and undergraduate courses of terminal semesters. In this way, we
would improve the learning process and satisfaction of students.

6.1 Future work
There is still much to investigate on this complex and broad relationship between research and
teaching. As we mentioned before, Tecnologico de Monterrey’s educational model is continu-
ally evolving [43]. The new education model called Tec21 started in August 2019 introducing
a set of innovations on pedagogical methods whose elements have been smoothly introduced
since 2012 are now fully implemented and deployed [3]. The role of a teacher either teaching-
only or teaching and research has been fully revised and new features of teacher activity need
to be evaluated in order to determine the level of teaching quality and satisfaction [34]. Thus,
a new model for evaluation of teaching performance needs to be designed and implemented,
and once it is running, we will need new data generated from student evaluation of teaching in
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order to conduct new experiments of the theme of teacher-only versus teaching-and-research
professors [14].

As future work we would like to perform teaching performance analysis over a more
extensive dataset. At least we would like to double the number of academic periods con-
sidered in Dataset B, which were five. Besides this, it would be really important for us that
this more complete dataset at least counts with the approximately 60 features that Dataset A
presented. We think that this will give us the opportunity to apply additional data science,
machine learning and deep learning techniques. For example, we wanted to apply clustering
algorithms to our second dataset but its properties would not allow us to present strong re-
sults since it presented few variables. Through that future research we would like to apply
algorithms such as K-Means, Density-Based Spatial Clustering of Applications with Noise
(DBSCAN) and Expectation–Maximization (EM) Clustering using Gaussian Mixture Models
(GMM). Additionally, we have identify other feature selection and extraction algorithms than
just Recursive Feature Elimination that we could apply when having a dataset vast in fea-
tures. These are Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA),
Autoencoders, Embedded and Filter Methods.

In order to be able to present concise results that can apply not only to this institution,
we propose to first approach this problem in the same way but in other academic institutions.
We believe that, if at some moment we would like to say in a more forceful way who performs
better as a teacher, teaching-only professors or teaching-and-research ones, we are required
to perform a much broader experiment which involves data from universities with character-
istics similar to those of Tec and which utilizes a very similar tool for evaluating teaching
performance.

Another analysis that could be done in the future could be related to the comparison
of evaluations to teachers depending on the region where they are located. We could do this
by considering the location of the Tec de Monterrey campuses and thus define clusters. We
believe that by taking into account demographic aspects, we could identify the different ways
or similarities in which a professor is evaluated at different regions, and this could be related
to the culture that prevails in each of those locations.

Moreover, we have seen that some universities are focusing their teaching performance
analysis in a different manner. In addition to contrasting the satisfaction of the students or the
evaluations of the students towards their teachers, they are considering how was that student
graded at that specific course that he or she has evaluated. We consider that there could be
a strong relationship between these two evaluations, students’ and professors’ ones. It could
be really interesting if we add specific students’ features like the one we mentioned to our
existing models. We believe that this could complement our findings.

Furthermore, in the near future this research can be extended by considering the COVID-
19 scenario that we are currently living. Given that academic institutions have been forced
to offer their courses in fully online format, we believe that the behavior of professors’ eval-
uations results will be very different than previous academic periods where lectures were
imparted mainly on campus. We could start with this analysis by taking the advantage that
ECOA is answered by students in the middle of the semester and at the end of the semester.
As Tec de Monterrey switched to the online format in the middle of the semester, we will
be able to analyze these two ECOA databases since they clearly represent the evaluations of
the teachers performed by students in a certain semester before the coronavirus contingency
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measures were applied and after they were applied. By making this analysis we could also
identify the characteristics that makes a professor being good or bad evaluated when he or she
teaches online. Additionally, we could see which type of schools are the ones who struggle
more or less to teach in that format effectively.

We would also like to continue with this research by making an in depth analysis to the
team teaching case. Let us remember that we define and measure Team Teaching as the case
in which two or more professors share a certain percentage of responsability in a course. We
saw before that it seems that team teaching does affect professors’ evaluations, meaning that
the lower the percentage of responsibility of a professor in a course, its teaching performance
tends to decreaso. However, we would like to know in which specific cases does it affect
negatively or positively. We believe that team teaching can be a benefit in some cases since
it can involve factors such as the chemistry that exists between professors, the time they have
been working together, whether they belong to the same department or not, their age, among
others.
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A.1 Publications
This Thesis motivated three scientific papers, which were developed during its execution. We
attach them in this first Appendix and consist of the following:

• Héctor G. Ceballos, Mario D. Chavez, Francisco J. Cantu-Ortiz. ”A Data Analytics Ap-
proach to Contrast the Performance of Teaching (only) vs. Research Professors” Origi-
nal Paper accepted for publication at the International Journal on Interactive Design and
Manufacturing (IJIDeM). November 1st 2019. The article is about to be published.

• Luis A. Sedas, Mario D. Chávez, Héctor Ceballos, Francisco J. Cantú-Ortiz. ”Compar-
ing the Performance of Teaching (only) and Research Professors”. Conference Article
Accepted and Presented at the 4th Workshop on Educational Innovation in Engineer-
ing and Sciences:Technologies for the Future of Learning. Virtual Concept Workshop
2019. Monterrey, Mexico, 16-18 December. Access Article

• Dr. Héctor Ceballos, Mario D. Chávez, Luis A. Sedas, Francisco J. Cantú-Ortiz. ”Com-
paring researchers’ teaching performance with full time professors”. Abstract (1st ver-
sion of Virtual Concept Workshop Article) presented at EduData Summit at the Re-
search Analytics Stream. QS Quacquarelli Symonds. British Museum, London, UK,
June 11th 2019. Slides

• Gabriela Torres Delgado, Neil Hernandez Gress, Héctor Céballos, Mario D. Chávez.
”In quality of teaching, satisfaction, and intellectual challenge, do students prefer re-
search professors to nonresearch professors?”. Original Article waiting to be accepted
by a Journal.
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Figure B.1: Example of Data Set B cleaned and prepared for Logistic Regressions Part 1.

Figure B.2: Example of Data Set B cleaned and prepared for Logistic Regressions Part 2.

Figure B.3: Amount of Alpha (1) and Beta (0) Professors / Decile/ Balanced Data set B.
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Figure B.4: Amount of Alpha (1) and Beta (0) Professors Classified by Gender/ Decile/ Bal-
anced Data set B.

Figure B.5: Researcher (Orange) vs Non Researcher (Blue) Alpha (1) and Beta (0) Professors
/ Decile/ Balanced Data set B.

Figure B.6: Alpha (1) and Beta (0) Professors by Academic Level Undergraduate (Blue)
Graduate (Orange) / Decile/ Balanced Data set B.
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Figure B.7: Detailed Logistic Regression results by Alpha (1) and Beta (0) Professors/ Decile/
Balanced Data set B.

Figure B.8: R-studio LR Results Decile/ Balanced Data set B.

Figure B.9: Estimated Coefficients of Features /Decile/ Balanced Data set B.

Figure B.10: Detailed Logistic Regression results by Alpha (1) and Beta (0) Professors/
Decile/Imbalanced Data set B.



APPENDIX B. APPENDIX 99

Figure B.11: R-studio LR Results Decile/ Imbalanced Data set B.

Figure B.12: Estimated Coefficients of Features /Decile/ Imbalanced Data set B.

Figure B.13: Amount of Alpha (1) and Beta (0) Professors / Decile/ Imbalanced Data set B.
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Figure B.14: Amount of Alpha (1) and Beta (0) Professors Classified by Gender/ Decile/
Imbalanced Data set B.

Figure B.15: Researcher (Orange) vs Non Researcher (Blue) Alpha (1) and Beta (0) Profes-
sors/ Decile/ Imbalanced Data set B

Figure B.16: Alpha (1) and Beta (0) Professors by Academic Level Undergraduate
(Blue)Graduate (Orange) / Decile/ Imbalanced Data set B.
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Figure B.17: Detailed Logistic Regression results by Alpha (1) and Beta (0) Professors/ Quar-
tile/ Balanced Data set B.

Figure B.18: R-studio LR Results Quartile/ Balanced Data set B.

Figure B.19: Estimated Coefficients of Features /Quartile/ Balanced Data set B.

Figure B.20: Intellectual Challenge Factor/ Detailed Logistic Regression results by Alpha (1)
and Beta (0) Professors/ Percentile/ Balanced Data set B.
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Figure B.21: Intellectual Challenge Factor / R-studio LR Results Decile/ Balanced Data set
B.

Figure B.22: Intellectual Challenge/ Estimated Coefficients of Features /Decile/ Balanced
Data set B.

Figure B.23: Intellectual Challenge Factor / Amount of Alpha (1) and Beta (0) Professors /
Decile/ Balanced Data set B.
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Figure B.24: Intellectual Challenge Factor / Amount of Alpha (1) and Beta (0) Professors
Classified by Gender Male (1) Female (2)/ Decile/ Balanced Data set B.

Figure B.25: Intellectual Challenge Factor/ Researcher (Orange) vs Non Researcher (Blue)
Alpha (1) and Beta (0) Professors / Decile/ Balanced Data set B.

Figure B.26: Intellectual Challenge Factor / Alpha (1) and Beta (0) Professors by Academic
Level Undergraduate (Blue)Graduate (Orange) / Decile/ Balanced Data set B.
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Figure B.27: Learning Guide Factor /Detailed Logistic Regression results by Alpha (1) and
Beta (0) Professors/ Decile/Balanced Data set B.

Figure B.28: Learning Guide Factor / R-studio LR Results Decile/ Balanced Data set B.

Figure B.29: Learning Guide Factor / Estimated Coefficients of Features /Decile/ Balanced
Data set B.

Figure B.30: Learning Guide Factor / Amount of Alpha (1) and Beta (0) Professors / Decile/
Balanced Data set B
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Figure B.31: Learning Guide Factor / Amount of Alpha (1) and Beta (0) Professors Classified
by Gender/ Decile/ Balanced Data set B.

Figure B.32: Learning Guide Factor/ Researcher (Orange) vs Non Researcher (Blue) Alpha
(1) and Beta (0) Professors / Decile/ Balanced Data set B.

Figure B.33: Learning Guide Factor / Alpha (1) and Beta (0) Professors by Academic Level
Undergraduate (Blue)Graduate (Orange) / Decile/ Balanced Data set B.
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Figure B.34: Recommended Professor Factor /Detailed Logistic Regression results by Alpha
(1) and Beta (0) Professors/ Decile/Balanced Data set B.

Figure B.35: Recommended Professor Factor / R-studio LR Results Decile/ Balanced Data
set B.

Figure B.36: Recommended Professor Factor/ Estimated Coefficients of Features /Decile/
Balanced Data set B.

Figure B.37: Recommended Professor Factor / Amount of Alpha (1) and Beta (0) Professors
/ Decile/ Balanced Data set B
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Figure B.38: Recommended Professor Factor / Amount of Alpha (1) and Beta (0) Professors
Classified by Gender/ Decile/ Balanced Data set B.

Figure B.39: Recommended Professor Factor/ Researcher (Orange) vs Non Researcher (Blue)
Alpha (1) and Beta (0) Professors / Decile/ Balanced Data set B.

Figure B.40: Recommended Professor Factor / Alpha (1) and Beta (0) Professors by Aca-
demic Level Undergraduate (Blue)Graduate (Orange) / Decile/ Balanced Data set B.
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Figure B.41: Overlook of Panel Data Set D
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