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Application of differential evolution algorithm to optimization

problems in optical networks

by

Fernando Lezama Cruzvillasante

Abstract

It is well-known that telecommunications are developing almost exponentially worldwide

in response to the ever-increasing bandwidth demand and transmission distances required in

communication networks. Wavelength division multiplexing (WDM) optical networks have

led to substantial research, which has eventually emphasized the modifications required in the

optical network architectures to achieve their full potential. Optical networks are a field quite

rich of optimization problems ranging from simple to multiobjective combinatorial ones. In

WDM networks, the routing and wavelength assignment (RWA) and the survivable virtual

topology mapping (SVTM) issues are of paramount importance in network optimization.

With the evolution of optical WDM networks to a more flexible architecture such as OFDM

optical networks, new problems such as routing and spectrum allocation (RSA) arises. RWA,

SVTM and RSA problems in an arbitrary mesh network are known to be NP-complete.

Computational intelligence emerges as a crucial tool to deal with those complex opti-

mization problems. In computational intelligence, nature-inspired algorithms encompass a

set of heuristics that base their operation on the imitation of nature’s behavior. It has been

proved that those algorithms can be applied to a wide range of optimization problems in di-

verse areas of the engineering field obtaining near-optimal solutions in an acceptable amount

of time.

In this doctoral dissertation we present the application of differential evolution (DE)

algorithm to the RWA, SVTM and RSA problems in optical networks. We also propose

the analysis of the control parameters of the DE algorithm on the system performance’s

improvement. Additionally, we propose strategies to improve the efficiency of the algorithm.

We present experiments that demonstrate the effectiveness and efficiency of the algorithm.
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Chapter 1

INTRODUCTION

Nowadays, it is well-known that telecommunications are developing almost exponentially

worldwide in response to the ever-increasing bandwidth demand and transmission distances

required in the communication networks. The systems fit to cope with this exponential

growth are leaded by optical technologies which have superior features over other wired sys-

tems. These characteristics are, for example, a higher bandwidth (in the order of terabits),

lower signal attenuation, lower distortion, lower power consumption, less space required by

the material, among others. A mature technology to address the aforementioned growth and

which may meet the bandwidth demand is the wavelength division multiplexing technology

(WDM) [1]. WDM technology has led to substantial research which has eventually emphasized

the modifications required in the optical network architectures to achieve their full potential.

In this context, the routing and wavelength assignment (RWA) [2] and Survivable Routing [3]

problems are of paramount importance in optical networks optimization. Moreover, flexible

optical network (FON) architectures has been proposed as a new more agile network infras-

tructure needed to provide flexibility and efficiency in the use of resources [4]. In FONs, the

optical spectrum is divided into frequency slots of finer size than the established ITU-T WDM

grid (50 Ghz). The connections may occupy multiples of these slots according to transmission

rate, modulation format and distance required [5].

The RWA problem can be formally stated as follows [6]: given a set of traffic demands

between any given pair of nodes in a network, establish paths and assign wavelengths to

each of those paths, so that all demand is met and the Network Wavelength Requirement

(NWR) is minimized, subject to the wavelength capacity and continuity constraints. The

RWA problem can generally be categorized into two cases: RWA with static off-line traffic

and RWA with incremental dynamic on-line traffic.
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On the other hand, survivability is the ability of a network to withstand and recover

from failures, and is one of the most important requirements of networks. Its importance is

magnified in fiber optic networks with throughputs in the order of gigabits and terabits per

second. In an IP-over-WDM network, a virtual topology can manage the reconfiguration of

the traffic to recovery from a failure. A virtual topology is defined by a set of virtual nodes

and virtual links (ligthpaths) connecting the nodes while the physical topology is composed

by the physical nodes and physical links. The problem of routing virtual links into a physical

topology in such a way that the virtual topology (lightpaths set up on the physical network)

remains connected in the presence of a physical link failure is known as the Survivable Virtual

Topology Mapping (SVTM) problem [7].

With the evolution from rigid to flexible, the well-known routing and wavelength assign-

ment (RWA) problem in WDM networks becomes the RSA in FONs. However, new challenges

arise on the networking level since the previous WDM algorithms can no longer be applied

directly.

In a simple definition, optimization consists on finding the best solution to a specific prob-

lem. However, the most noticeable characteristic of combinatorial or NP-complete problems

is that no fast solution is known because the number of feasible solutions increases rapidly

as the size of the input data increases. Here is when computational intelligence becomes

fundamental.

The RWA, SVTM and RSA problems are well known to be NP-complete problems [7–9],

and their importance can be assessed by the number of approaches proposed in the literature

to solve them. So far, these problems have been analyzed by integer linear programming

formulations (ILP), heuristic strategies and the application of optimization algorithms such

as genetic algorithms, particle swarm optimization (PSO), ant colony optimization (ACO),

etc.

Even when there have been applied many algorithm to these problems, due to their

importance it is a necessity to developed new optimization tools to find efficient solutions

in less amount of time. Differential evolution (DE) is arguably one of the most powerful

stochastic real-parameter optimization algorithms in current use, [10]. So a study on the

application of DE to these optimization problems seems promising.
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1.1 Problem Statement

Technological developments in the area of telecommunications, especially the internet,

have generated that users demand higher quality services, with better features such as greater

transmission capacities, higher speed, among other advantages. Optical networks seem to be

the technology that can provide all these characteristics. However, in order to do this, they

require an efficient management of the bandwidth with a careful use of optical components

and network planning, which makes optical networks a field quite rich of optimization issues

ranging from simple distinct problems, to multiobjective combinatorial ones, such as imple-

mentation of physical and logical topologies, optimal placement of components, routing and

wavelength assignment, survivability in networks, etc. [11].

Providing quality solutions to these problems is not a trivial thing. Many of these

problems belong to the class of combinatorial problems; whose main feature is that is not

known a fast solution to them. That is, the time required to obtain an acceptable solution,

using known algorithms, increases rapidly with respect to the dimension of the problem.

So far, these problems have been solved by heuristics strategies or by the application of

optimization tools such as genetic algorithms among others [12,13].

For this reason, the problem of this doctoral dissertation tackle is that there are no

tools that guarantee an optimal solution in an adequate time to such problems. Even when

in the literature there are different approaches that provide near optimal solutions for these

optimization problems, it is necessary to provide new optimization tools or techniques with

the ability to find quality solutions (optimal) in acceptable computation time.

We propose to efficiently solve, using an evolutionary algorithm called Differential Evolu-

tion (DE), optimization problems in optical networks. We will solve specifically not only the

problems of routing and wavelength assignment (RWA) and the survivable virtual topology

mapping problem (VTM) in WDM networks, but also the routing and spectrum allocation

problem (RSA) in elastic optical networks.

The DE algorithm was developed by K. Price and R. Storn in 1995 [14] for global

optimization. The performance of this algorithm depends on the control of a few parameters

that can be applied to different problems.

Particularly, it is really interesting to see how these two trends, optical networks and

3



evolutionary computation, can be merged to achieve a common goal. On one hand, we have

the growth in demand of communication networks which will be covered by optical networks,

and on the other hand we have the design and develop of tools for solving optimally the

problems related to optical networks which could be solved by evolutionary computation. So,

there is a direct dependency between evolutionary computing and optical networks.

The problem is really wide, because solve all the optimization issues that arise in optical

networks through just this dissertation seems impossible. For this reason, we chose to tackle

the problems that we consider of paramount importance (RWA, SVTM and RSA), and limiting

the research to the use of DE. We hope that this dissertation can be scale-up to the application

of the algorithm to other problems, but a delimitation was necessary in order to be more

consistent with the scope established.
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1.2 Hypothesis and Research Questions

Following, the hypotheses that this doctoral dissertation holds are presented:

• Hypothesis 1: DE improves results compared to those reported using other approaches.

• Hypothesis 2: Through the use of evolutionary algorithms, it is possible to optimize

different parameters within an optical network, such as the network wavelength require-

ment (NWR), the average path length (APL), the blocking probability, among others.

• Hypothesis 3: DE can attain the lower bounds regarding the network wavelength re-

quirement (NWR).

• Hypothesis 4: An efficient virtual topology mapping can be done using DE.

• Hypothesis 5: DE can be applied in a more flexible scenario, solving the RSA problem.

• Hypothesis 6: The convergence rate of the DE algorithm can be improved, thus improv-

ing the efficiency and quality of solutions.

• Hypothesis 7: The pre-processing strategies developed will result in better efficiency of

the proposed DE algorithm.

In order to have a more detailed scope of what we are solving with the work presented

in this doctoral dissertation, we present the research questions, which will be answered:

• It is possible to apply an evolutionary algorithm to solve combinatorial problems in

optical networks obtaining better results than those proposed in the literature?

• The routing and wavelength assignment (RWA) problem can be optimized using DE?

• Is it possible to do an optimal virtual topology mapping (VTM) using DE?

• Through the use of evolutionary algorithms, is it possible to optimize different param-

eters within an optical network, such as the network wavelength requirement (NWR),

the average path length (APL), the blocking probability, among others?

• Can the VTM be solved optimally avoiding not only a single link failure but also multiple

link failures or node failures?

5



• Can we applied the algorithm in an elastic scenario, solving the routing and spectrum

allocation (RSA) problem?

• How can stagnation in local optimums be avoided?

• DE has three crucial control parameters: the mutation constant (M), the recombination

constant (RC) and the population size (NP ). Can we get the optimal values of these

parameters through parameter tuning?

• Can we improve the response of DE using pre-processing strategies, such a better routing

or the introduction of modifications on the original DE algorithms?

• Will DE improve or obtain at least equal results than those reported using other ap-

proaches for the RWA, SVTM and RSA problems?

To answer the research questions is not a simple task. To do that, we must conduct a

well structured research. The best way to achieve this goal is through the establishment of

objectives. The objectives will have a direct relation with the research questions. The main

and particular objectives are presented in the following section.
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1.3 Objectives

The main objective of this Doctoral Dissertation is to propose and validate a tool (based

on an evolutionary algorithm) which provides optimal solutions to optimization problems in

optical networks.

The specific objectives of this dissertation are intended to cover the following points:

• To apply an evolutionary algorithm, namely Differential Evolution (DE), to the RWA,

SVTM and RSA problems in optical networks

• Optimally solve the routing and wavelength assignment problem.

• Optimally solve the survivable virtual topology mapping problem in all optical networks.

• Optimally solve the routing and spectrum allocation problem in elastic optical networks.

• To find the optimum set of DE parameters to achieve the best results.

• To design pre-processing strategies, such as a better routing or the introduction of new

parameters in the original DE scheme to improve the efficiency of the DE algorithm.

• In addition, to compare and show how our results are better than other approaches

proposed in the literature when applied to real sized networks.
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1.4 Justification

The RWA, SVTM and RSA problems are well known to be NP-complete problems [7–

9]. These are classical, yet important, combinatorial problems and their importance can be

assessed by the number of approaches that have been proposed in the literature to solve them.

On the other hand, the RSA problem has appeared in a new paradigm called elastic optical

networks, and has attracted a lot attention in the research community.

To provide a quality solution to the RWA or the RSA problems can bring us different

benefits, such as the reduction of resources to establish connections, the increase on the number

of users in the network, the reduction of the number of blocked calls, among others [4,12,15].

All these benefits not only will increase the satisfaction of the end user, but also will reduce

the network cost for the provider of the service.

Furthermore, as the capacity of optical networks increases with throughputs on the order

of gigabits and terabits per second, survivability is a critical concern. Due to this, survivability,

the ability of a network to withstand and recover from failures, is one of the most important

requirements of optical networks. There is, naturally, much work on network protection or

survivability, for instance, [3,7,13] present different approaches to protect a mesh-based WDM

optical network from element failures, such as node and link failures. Solving efficiently the

SVTM is another option to provide survivability in IP-over-WDM networks.

1.5 Scope and limitations

The problematic is kind of general, because solve all the optimization issues that arise

in optical networks through just this doctoral dissertation seems impossible. So, we need to

specify which optimization tool will be use, and which problems will be solved.

In this doctoral dissertation the main objective is to efficiently solve, using an evolution-

ary algorithm called differential evolution (DE), optimization problems in optical networks,

specifically the problems of routing and wavelength assignment (RWA) and the virtual map-

ping problem survivor (SVTM) in WDM networks. Then, we will pass from WDM networks

to elastic networks solving the routing and spectrum allocation (RSA) problem.

The analysis will be done through simulations implemented in MATLAB c©and using

well-known network topologies.
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1.6 Contributions

Provide optimal solutions to problems in optical networks give different benefits to the

users and operators. For that reason, in this dissertation we deal with problems as the routing

and wavelength assignment which is a classical, yet important, problem in WDM networks.

Also, guaranteeing survivability in optical networks is a critical requirement in todays optical

networks that we can achieve solving the survivable virtual topology mapping problem. More

recently, in the new elastic optical network paradigm, researchers are very interested in provide

a solution to the routing and spectrum allocation problem.

As evidence of the validity of our research, different contributions to the scientific field

throughout publications in international conferences and index journals have being made in

this research.

In the telecommunication field, we have contributed with nine international papers pub-

lished so far. From these papers, five are conference papers [16–20] and four are Journal

published papers.

Among the Journal published papers, one was published in the Computer Networks jour-

nal from Elsevier [21], two in the Photonic Network Communication journal from Springer-

link [22,23] and one more in the Communications Letters journal [24] from IEEE.

Moreover, we published one chapter book [25] and also we are waiting for the approval

of the publication of two more journal papers already submitted and another chapter book

(accepted for publication).

At the end of this doctoral dissertation it is included a list with all the related published

work. The validity of this research is well documented through these papers.
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1.7 Methodology

We are encouraged to show how DE algorithm produces excellent results finding optimal

solutions to the RWA and SVTM problems in arbitrary optical networks. We also want to

scale-up our research and show that the DE algorithm can be also applied in an elastic scenario

solving the RSA problem.

The RWA, SVTM and RSA problems are well known to be NP-complete problems [7,8].

Given the complexity of these three problems, their solutions have been analyzed so far by

heuristic strategies and the application of optimization algorithms such as genetic algorithms,

particle swarm optimization (PSO), ant colony optimization (ACO), etc.

In the category of evolutionary algorithm, DE is arguably one of the most powerful

stochastic real-parameter optimization algorithms in current use. [10] presents a comprehen-

sive survey of the DE algorithm, and shows how this algorithm has many applications on the

engineering field.

For these reasons, we are optimistic to propose DE as an option to solve the RWA, SVTM

and RSA more efficiently than other approaches proposed in the literature.

Speaking of efficiency refers to providing better solutions in more acceptable times for

each problem. An optimal solution is different depending on the problem we are addressing.

For the RWA problem, it is intended to decrease the number of wavelengths required (NWR)

to meet traffic demand through the application of DE. TheNWR has an economic implication:

the lower the number of wavelengths required, the lower the cost of the network. At the same

time, it is also expected that the paths established will have the shortest path length in order

to minimize the average path length (APL) of the network. The reduction of the APL has

a primary impact on the delays and transmission impairments of the signal; it also helps to

reduce network resource wastage.

In a similar way, for the RSA problem, it is intended to decrease the spectrum utilization

(SU). The SU has an impact in the well distribution of the resources, providing quality of

the signal, and also more space for future connections. As with the RWA problem, minimize

the APL is desired as well.

Regarding the SVTM, Considering the IP level restoration scenario in IP-over-WDM

networks [26], an important challenge is to make the routing of the virtual topology (VT)
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on to the physical topology (PT) survivable. To achieve the IP restoration level the virtual

topology needs to remain connected after a failure occurs. The failure can be of many types:

node failure, link failure or multiple link failure. Single link failure is the most common failure

in optical networks. At the same time, it is expected to minimize the number of wavelength

links because this measurement gives an indication of the distribution of network resources.

DE can be modeled in such a way that optimize these objectives. By establishing an

objective function and doing an appropriate encoding for individuals within the algorithm,

we are able to select the metric to optimize. DE is a multiobjective optimizer, so not only can

optimize a single metric, but also can be set to optimize multiple metrics at once, in order to

achieve global optimal solutions.
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Chapter 2

BACKGROUND

Optical networks are an extensive field of optimization issues ranging from simple dis-

tinct problems, to multiobjective combinatorial ones. Computational intelligence emerges as a

crucial tool to deal with these complex optimization problems. In computational intelligence,

nature-inspired algorithms encompass a set of heuristics whose methodology is based on the

emulation of nature’s behavior. Some of the most popular and modern algorithms in this cat-

egory include population-based algorithms, such as genetic algorithms (GA) and differential

evolution (DE) optimization. Swarm intelligence includes algorithms such as ant colony opti-

mization (ACO), particle swarm optimization (PSO) or artificial bee colony (ABC). Research

has demonstrated that those algorithms can be applied to a wide range of optimization prob-

lems in diverse areas of engineering, obtaining acceptable near-optimal solutions in adequate

computational time. This chapter reviews the application of nature-inspired algorithms in the

area of optical networks. Networking design and optimization problems are categorized, iden-

tifying opportunity research areas where nature-inspired algorithms could be applied. Also,

as the development of optical networks and computational intelligence is highly dynamic, new

trends and directions are identified and discussed. The Chapter aims to be a starting point

for those interested in learning the basis of some important nature-inspired algorithms and

their applications in optical network technologies.

2.1 Introduction

In recent years the field of telecommunications has experienced an impressive importance

growth, mainly due to the popularity of the internet. In the context of the continued growth

for broadband access systems including Asymmetric Digital Subscriber Line (ADSL) and
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Fiber To The X (FTTX), the strong market for video streaming and other cloud services are

driving a continual increase in Internet traffic volume [27].

Wavelength routed optical networks (WRON) promise to meet the high transmission

quality and large bandwidth desired by end users for transmitting multimedia traffic. This

capacity is obtained through the use of optical technologies with components that provide

routing and restoration at the wavelength level. The origin of the optical networking technol-

ogy is linked to WDM which provides additional capacity on existing optical fibers.

Figure 2.1 shows a WDM network, which consists of routing nodes interconnected by

point-to-point fiber-optic links. A routing node or an optical cross-connect (OXC) can route

an optical signal from an input fiber to an output fiber without performing optoelectronic

conversion.
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Figure 2.1: A WDM network consisting of routing nodes interconnected by point-to-point
fiber-optic links.

Wavelength division multiplexing (WDM) [28] technology divides the bandwidth of a

typical optical fiber into some non-overlapping channels operating at different wavelengths

providing the opportunity to explore the tremendous bandwidth of fibers in optical networks.

WDM networks are considered as connection-oriented networks and have led to substantial

research, which has eventually emphasized the modifications required in the optical network

architectures to achieve their full potential. However, Optical networks are a field, quite rich,

of optimization issues ranging from simple distinct problems, to multiobjective combinatorial

ones, such as the implementation of physical and logical topologies, optimal placement of

components, routing and wavelength assignment, survivability in networks, etc. [11].
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Providing quality solutions to these problems is not a trivial matter, since many of

them are combinatorial problems whose distinctive characteristic is that they do not have

fast solving methods. Meaning that the computational time required to obtain acceptable

solutions, using known algorithms, increases rapidly with the dimension of the problem. So far,

these problems have been solved by heuristic strategies or by the application of optimization

tools such as genetic algorithms, evolutionary algorithms, among others [12].

In the category of computational intelligence, nature-inspired algorithms are some of the

most powerful stochastic real-parameter optimization algorithms in current use [29]. Nature-

inspired algorithms encompass a set of heuristics that base their operation on the imitation of

nature’s behavior. Some of the most popular and modern algorithms in this category include

population-based algorithms, such as genetic algorithms (GA) and differential evolution (DE)

optimization. Another classification, swarm intelligent, includes algorithms such as ant colony

optimization (ACO), particle swarm optimization (PSO) or artificial bee colony (ABC). These

metaheuristics have a wide range of applications in different engineering domains, due to their

efficiency and effectiveness in the solution of complex optimization problems [30].

In this Chapter, we present a survey and a summary of problems related to optical

networks in which nature-inspired algorithms have been applied. To the best of our knowledge,

this is the first survey of nature-inspired applications in the field of optical networks. We aim

for this work to be used as a starting point for those interested in learning the basis of some

important nature-inspired algorithms and their applications in optical network technologies.

Also we identify open research problems where these algorithms could be applied.

The Chapter layout is as follows, the proposed search algorithms are discussed in Sect.

2.2. Section 2.3 presents a brief description of different areas of optical networks where the

different nature-inspired algorithms have been applied. Section 2.4 presents the discussion

and research opportunities. Concluding remarks are addressed in Sect. 2.5.

2.2 Nature-inspired Algorithms

Since the beginning of human history, the first approach to solve problems has been by

trial and error. This could be called a heuristic or metaheuristic approach, and indeed our

day to day learning experience is based on it.

Methauristics as a scientific method to solve optimization problems is a modern phe-
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nomenon. Recently, algorithms with randomization and local search are being called meta-

heuristics. Due to the complexity of the problems of interest, metaheuristics aim to find good

feasible solutions in an acceptable computational time.

Metaheuristics can be classified in many ways. For example population-based algo-

rithms could include GA, PSO, DE, and any other algorithm that considers a population of

solutions. Another example could be swarm intelligence algorithms, which use the observed

self-organized behavior of colonies of ants or bees.

As is evident, more and more metaheuristics are under development and new appear

in the literature periodically. In this survey paper, we present intelligence computational

algorithms under the classification of nature-inspired algorithms, which emulate nature’s be-

havior. In the next sections we present a brief description of some of the modern and most

important nature-inspired metaheuristics, including GA, PSO, DE, ACO and ABC.

2.2.1 Genetic Algorithms

The genetic algorithm (GA) was introduced by John Holland between 1960s and 1970s

[31]. This is one of the most popular evolutionary algorithms in terms of the diversity of its

applications.

The GA is a stochastic search technique inspired in some of the processes observed in

natural evolution. As many of the evolutionary algorithms, GA stars with an initial set of

random solutions called a population. The number of solutions (NC) is the first parameter

to be defined. This characteristic of diversity reduces the probability of being stuck in local

optimums. In GA, each solution in the population is called a chromosome. A chromosome is

a fixed-length binary string of 0s and 1s which represents an encoded solution to the problem.

The chromosomes evolve trough an iterative process, in which every iteration is called a

generation. To create the next generation with new solutions, two chromosomes are combined

using a crossover operator, or a single chromosome is modified using a mutation operator. The

new solutions are called offspring and are evaluated by a fitness measure. Finally, some of the

offspring and parents are selected according to their fitness value. The algorithm hopefully

will converge, after a termination criterion is reached (for example a predefined number of

generations), to an optimal or sub-optimal solution to the problem.

Algorithm 1 shows the pseudocode of a simple GA, which has the following components:
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a population of binary strings, control parameters, a fitness function, a crossover and mutation

operator and a selection mechanism.

Algorithm 1 Pseudocode of the simple GA

Set the control parameters pc, pm and NC.
Create an initial Pop.
Evaluate the fitness of Pop.
repeat

Apply selection operator.
Apply crossover operator.
Apply mutation operator.

until a satisfactory solution is obtained or a termination criterion is reached.

Encoding

In GA, this is a fundamental mechanism, in which the variables of the optimization

problem are encoded as a fixed-length binary strings. The encoding depends on the nature of

the problem under study. For example, in determining the optimal flows in a transportation

problem, the variables assume continuous values, while in the traveling salesman problem the

variables are binary. Nevertheless, the encoding mechanism should map each solution to a

unique binary string.

For instance, we present a common method of encoding when the problem has real-value

continuous variables. Each variable is first mapped to an integer value defined in a specific

range, and then it is encoded using a fixed number of binary strings. For example, if the

domain of a continuous variable x is [−2.5, 2.5], we can encode this variable with a precision

of one decimal point, by multiplying this range by 10. Thus the continuous variable is then

mapped to an integer range of [−25, 25]. Finally, if we divide this range in 50 equal units,

the length of the string has to be 8 because 49 = 72 < 50 < 82 = 64. The binary code

corresponding to each integer can, in this way, be easily computed.

Genetic Operators

To form a new individual in GA three operators are applied: selection, crossover and

mutation. First, a selection of parent solutions is performed. The selection mechanism is

based on the level fitness of the parents. There are many different selection strategies such as

the proportionate distribution, the ranking selection, the tournament selection or the genitor
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selection [32]. The solutions with the best fitness have better probability of being selected.

In the simple GA, solutions with best fitness have a higher chance of survive to the next

generations.

Once we have selected the parents, the crossover operation is performed. Two strings

are picked up from the population and combined in a crossover point which is in the range

of [1, L], where L is the length of the string. The two strings exchange a portion beyond the

crossover point to form two new strings. The crossover operation is controlled by a parameter

called crossover rate (pc). After the selection of the parents, we apply the crossover operation

only if a number between [0, 1] is greater than pc.

After the crossover operation, strings are subjected to mutation. A new parameter called

probability of mutation (pm) is introduced. Mutation is very simple: bits of the string will

change from 0 to 1 and vice versa with a probability of pm. Every bit is independent, therefore

the probability of changing one bit does not affect the probability of changing others.

2.2.2 Particle Swarm Optimization

The particle swarm optimization (PSO) algorithm was first introduced by Kennedy and

Eberhart [33]. The original objective of their research was to mathematically simulate the

social behavior of bird flocks. PSO can handle many complex engineering and science opti-

mization problems. A complete theoretical analysis of the algorithm by Clerc and Kennedy

is presented in [34].

The PSO is a population-base evolutionary algorithm. Similar to other evolutionary

algorithms, PSO is initialized with a population of random candidate solutions, called parti-

cles. These particles move synchronously together as a swarm and have a fitness value that

represents the quality of each as a solution. A particle swarm is a collection of particles. A

neighborhood is defined as a sub-collection of particles that are within a certain distance from

each other. A certain velocity and position are assigned to each particle, iteratively moving

through the search space. Particles will update their position trying to improve with respect

to their own performance, best swarm experience and their previous velocity vector.

The PSO algorithm has many variants in the literature, but the standard is the global

model (Gbest model) [35] in which the whole population is considered as a single neighbor-

hood. The PSO approach only involves two model equations, making it attractive for its
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simplicity. As mentioned before, each particle represents a possible solution associated with

two vectors, position (xi) and velocity (vi). A swarm consists of a number of particles that

move through the search space looking for the optimal solution. Each particle updates its

position and its previous velocity according to the followings equations:

vk+1
i = w ∗ vki + c1 ∗ r1(pbest ∗ tki − xki ) + c2 ∗ r2(gbestk − xki ) (2.1)

xk+1
i = xki + vk+1

i (2.2)

where c1 and c2 are two positive constants, r1 and r2 are two randomly generated numbers

within the range [0, 1], w is a constant weight, pbestki is the best position of a particle i based

on its own experience (pbestki = [xpbesti1 , xpbesti2 , ..., xpbestiN ]), gbestki is the best overall particle

position of the swarm (gbestk = [xgbest1 , xgbest2 , ..., xgbestN ]), and k is the generation index.

As we can see in the equations, each particle updates its position according to its own

best position, best particle position in the swarm and its previous velocity. A pseudocode

summarizing the PSO is presented in algorithm 2.

Algorithm 2 Pseudocode of the PSO

Randomly create an initial swarm of particles.
For each particle: randomly initialized the position and velocity vectors.
repeat

Evaluate the fitness of each particle and store the particle with the best fitness value
(gbest).
Update position and velocity according eq. 2.1 and eq. 2.2.

until a satisfactory solution is obtained or a termination criterion is reached.

Many other optimization algorithms, such as GA, ACO, among others, compete against

PSO. Nevertheless, some of the advantages of PSO over other techniques are that it has

few parameters to adjust, it is easy to implement and program, it does not require a good

initialization process, it has the ability to avoid stagnation in a local optimal and it is flexible

enough to work with other algorithms forming hybrid metaheuristics.

Despite its simplicity, it has been proved that PSO overcomes other optimization tech-

niques in different combinatorial problems [36–38] which makes the PSO a solid and good

option to solve optimization problems.
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2.2.3 Ant Colony Optimization

The Ant Colony Optimization (ACO) algorithm was first introduced by Colorni et al. [39]

and Dorigo et al. [40]. ACO is a swarm intelligent technique inspired in the behavior of real

ants and targets combinatorial discrete optimization problems. Nevertheless, the ACO algo-

rithm is a technique that encompasses different kind of models derived from the observation

of real ants behavior, which is also a source of inspiration of the design of novel algorithms for

the solution of optimization and distributed control problems [41]. A survey of the application

of ACO in different engineering domains can be found in [42].

The main idea behind the ACO model is that the self-organized principles of real ant

colonies can be exploited to coordinate a population of artificial agents that collaborate to

solve optimization problems. So, to understand ACO, an explanation of the behavior of real

ants has to be introduced. Examples of different aspects of the behavior of ant colonies

that can inspire ant algorithms are division of labor, brood sorting, cooperative transport

and foraging. To achieve these tasks, ants communicate with each other through stigmergy.

The term ”stigmergy” was introduced by French biologist Pierre-Paul Grass in 1959, and

describe a non-symbolic form of communication mediated by the environment [43]. To achieve

stygmergy, ants leave a trace of pheromones when they go from the nest to the food source

and back again. Other ants can perceive the traces of pheromones and tend to follow the

routes where the concentration is higher. This mechanism allows ants to transport food to

their nest in an effective and easy way.

To explain in more detail the effect of the pheromone, an experiment called the double

bridge experiment was designed by Pastel et al. [44]. In this experiment, the nest was con-

nected to a food source by two bridges of equal size. A scout ant starts to explore the routes

and eventually reaches the food. In its way out to reach the food, the scout ant leaves a

concentration of pheromones. Initially, each ant randomly chooses one of the bridges. Nev-

ertheless, after a while one of the two bridges presents a higher concentration of pheromones

and therefore the colony of ants converges to follow this route.

A variant of the double bridge experiment was studied in [45]. In this experiment, one

of the bridges was significantly longer than the other. In this case, the ants that chose the

short bridge will reach the food and will go back to the nest before the ones that initially

chose the longer bridge. Therefore, the short bridge will receive a higher amount of pheromone
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earlier than the longer bridge, increasing the probability of being selected by the ants. Finally,

in [46] a mathematical model that describes this behavior was developed. Assuming that at

a given time, m1 ants have used the shorter bridge and m2 ants have used the longer one, the

probability for an ant to choose the shorter bridge is:

p1 =
(m1 + k)h

(m1 + k)h + (m2 + k)h
(2.3)

where k and h are constant parameters to fit the experimental data. By changing these values

one can achieve the impact of shorter path and less congestion path. In the double bridge

experiment the probability to choose the other bridge is p2 = 1− p1.

The behavior of real ants described before is emulated in the ACO technique by artificial

ants. Now, while ACO is inspired by real ants, there are few but important differences, as it is

intended as an optimization tool, not as a simulation of ants in nature [47]. For example, the

pheromone of real ants is reduced over time as the pheromone is a chemical substance that

evaporates. On the other hand, in ACO the evaporation of the pheromone can be established

as a constant rate according to the necessities. Also, artificial ants can have memory to store

information about the places they have been or the actions they have performed; and they

can have a global vision based on pheromone level, traffic flow, congestion, etc.

Dorigo et al. [39, 48] have defined several variants of ACO based on the aforementioned

behavior of real ants. A general pseudocode of the ACO algorithm is presented in algorithm

3. ACO can be used in different versions of the same problem, which makes it versatile. It

can be applied to different combinatorial problems with minimum changes, which makes it

robust. It is a population-based algorithm that allows positive feedback to be used as the

primary search mechanism [47].

Algorithm 3 Pseudocode of the ACO

Create a construction graph.
Initialize pheromone values.
repeat

Create all ant solutions considering the pheromone values.
Perform local search.
Update pheromone values.

until a satisfactory solution is obtained or a termination criterion is reached.
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2.2.4 Artificial Bee Colony

The artificial Bee Colony (ABC) algorithm was first introduced by Karaboga [49]. ABC

is a swarm-based algorithm inspired on the behavior of honey bees. It is a recent algorithm

that exploits fundamental characteristics as self-organization and division of labor. The ABC

algorithm can tackle continuous, combinatorial, constrained, multi-objective and large-scale

optimization problems. ABC is one of the most used swarm-based algorithms and the number

of its applications increases day by day. A comprehensive survey of the algorithm and its

applications can be found in [50].

As another swarm-based algorithm, ABC explodes different characteristics of an intel-

ligent swarm. To be called swarm intelligence, an algorithm must satisfy some principles of

self-organization and division of labor. Bonabeau et al. in [51] described four mechanisms

of self-organization, called positive feedback, negative feedback, fluctuations and finally mul-

tiple interactions. Additional to these principles, the division of labor is another important

feature of an intelligent swarm. The use of specialized laborers for specific tasks is supposed

to increase the performance of the entire swarm [49].

In a Bee colony, there are three components needed to emerge as a collectively intelligent

swarm: food source, employed foragers and unemployed foragers. The model defines two

leading modes of the behavior of the swarm: the recruitment to a rich nectar source and the

abandonment of a poor source.

Food source: the value of a food source depends on many factors such as its proximity

to the nest, the concentration of energy or the ease of extracting this energy.

Employed bees: they are associated with a particular food source. They bring in the

information about this particular food source to the nest with a certain probability.

Unemployed bees: there are two types of unemployed bees, scouts and onlookers. Scouts

bees are always randomly searching the environment looking for new food sources. Onlookers

are waiting in the nest and establishing the position of a food source using the information

shared by employed bees.

The most important part in the formation of collective knowledge is the exchange of

information. The exchange of information among bees takes place in a dancing area. The

dance is called a waggle dance. All the information about a rich food source is available

to an onlooker bee in the dance area. Because of this, there is a greater probability of an
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onlooker bee to employ herself at the most profitable food source. Hence, the recruitment is

proportional to the profitability of the food source [52].

In the ABC algorithm, the position of a food source represents a solution, and the nectar

amount of a food source corresponds to its fitness. In its basic form, the number of employed

bees is equal to the number of solutions since each employed bee is associated with one food

source. The general idea of the ABC algorithm is given in algorithm 4.

Algorithm 4 Pseudocode of the ABC

Initialization step: Using scouts to find initial food sources.
repeat

Employed bee phase: Send employed bees to food sources.
Onlooker bee phase: Send onlooker bees to food sources based in probabilities given by
the employed bees.
Scout bee phase: Send scouts to discover new food sources.
Memorize the best food source so far achieved.

until a satisfactory solution is obtained or a termination criterion is reached.

In an initialization step, a population of food sources is discovered by the scout bees,

and control parameters are set.

In the employed bee phase, employed bees search for new food sources having more

nectar within the neighborhood of their associated food source. The fitness of new solution

is evaluated and a selection process is applied for the employed bee. The information is then

shared with onlooker bees in the hive by dancing in the dancing area.

In the onlooker phase, a probabilistic decision is taken by the onlooker bees based on the

information provided by the employed bees. The decision can be made through roulette wheel

selection for example, based on the fitness. After a selection has been made by an onlooker

bee, a neighborhood source is determined, and through the fitness, a greedy selection is applied

as in the employed phase.

In the scout bee phase, if an employed bee finds that a source food does not improve

after a limited number of trials, the food source is abandoned and the employed bee becomes

a scout bee searching for a new food source randomly.

These three phases (employed bee, onlooker bee and scout bee) are repeated until a

satisfactory solution is obtained or a termination criterion is reached.
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2.2.5 Differential Evolution Optimization

Differential Evolution (DE) is a very simple mathematical model, which represents a very

complex process of evolution. Intelligently using the differences in the population generated,

a simple but fast linear operator called differentiation makes the DE unique.

The genetic annealing developed by K. Price [53] was the beginning of the DE algorithm.

Then, DE was introduced by K.Price and R. Storn in a series of papers presented in different

conferences and journals [14, 54–56]. Since then, the algorithm has been applied to different

optimization problems in many engineering fields.

Nowadays, DE is very popular because of its effectiveness in solving multiobjective prob-

lems. An internet search reveals that the number of DE research articles indexed in science

citation index (SCI) database over the span of 2007-July 2009 is 3964 and out of these, there

are more than thousands of application papers in diverse areas [10].

DE algorithm uses a population of individuals and iterates by creating new populations

until an optimal solution is obtained. An individual in the algorithm is a vector of dimension

D, where D is the problem’s dimension, and represents a specific solution to the problem.

At the beginning of the algorithm, assuming that there is not information about the

optimum, the initial population is created randomly. DE employs repeated cycles of recom-

bination and selection to guide the population towards the vicinity of a global optimum. The

probability operators which are crossing and mutation are applied to each individual in a pop-

ulation to obtain new individuals (children). These new individuals have some properties of

their ancestors; these ancestors are kept or deleted by selection. The term generation is used

to designate the conversion of all individuals into new ones, i.e., to move from one population

to another.

The algorithm is run for a limited number of generations. DE has three crucial control

parameters: the mutation constant (M), which controls the mutation strength, the recom-

bination constant (RC) and the population size (NP ). Throughout the execution process,

the user defines the population size NP . At each generation, all individuals in the popula-

tion are evaluated in turn. The individual being evaluated is called the target vector. Three

other individuals are randomly chosen from the population and are mixed with each other;

this operation is referred to as mutation, and results in a mutant individual (which is also a

vector).
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The mutant individual is then mixed with the current target vector by an operator called

recombination, the result of this recombination process is a vector called the trial vector.

Finally, the selection operator is applied. If the trial vector improves the objective

function, it is accepted and replaces the current target vector in the new population that is

being created. Otherwise, it is rejected and the current target vector passes on to the next

generation, in this case the trial vector is not retained.

A pseudocode of the DE algorithm is presented in algorithm 5. Following is a description

of the operators used in the DE algorithm that find the most promising region in the search

space.

For each target vector xi, i = 1, . . . , NP, the mutant individual mi is generated according

to the next equation:

mi = xr1 +M(xr2 − xr3) (2.4)

where xr1, xr2, xr3 ∈ {1, . . . , NP}; xr1 6= xr2 6= xr3 6= xi. xr1, xr2 and xr3 are three random

individuals from the population, mutually different and also different from the current target

vector xi, and M is a scaling factor called the mutation constant which must be M > 0.

The mutation operator is used to control the magnitude of the difference between two

individuals, this operator manages the trade-off between exploitation and exploration on the

search process. This operator is the one guiding the convergence of the algorithm.

The recombination operator RC is applied to increase the diversity in the mutation

process. As mentioned before, this operator is the last step in the creation of the trial

vector. To create the trial vector, the mutant individual, mi, is combined with the current

target vector. Particularly, for each component j, where j = {1, 2, . . . , D}, of the mutant

individual mi, a random number rand is chosen in the [0, 1] interval. Next, this number rand

is compared to the parameter RC, which is called the recombination constant. If rand ≤ RC,

the jth element of the mutant individual is selected as the jth element of the trial vector ti,

otherwise, the jth element of the target vector is selected as the jth element of the trial vector.

It is important to note that a small value in RC yields to the cancelation of the mutation

operator, since the target vector will become the new trial vector. This is because rand ≤ RC

will probably not be true in most cases if RC is small.

Finally, the selection operator is applied. This operator is a simple rule of elitist selection
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of the vectors that improve the objective function. This is done by comparing the fitness

between the trial vector and the target vector in the objective function using:

popi =

 ti if f(ti) < f(xi)

xi otherwise
(2.5)

where popi is the population of the next generation, that changes by accepting or rejecting

new individuals.

The best individual in the population and the global best individual are kept at the end

of each generation, to keep track of the best solution found so far.

Algorithm 5 Pseudocode of the DE algorithm

Set the control parameters M , RC and NP .
Create an initial Pop.
Evaluate the fitness of every individual.
repeat

for each individual x ∈ Pop do
Select three individuals from Pop.
Apply mutation.
Apply recombination.
Verify boundary constraints.
if Boundary constraints are violated then

modify the infeasible elements.
end if
Apply selection operator.
Update Pop.

end for
until a satisfactory solution is obtained or a computational limit is exceeded.

2.2.6 Complexity of Nature-inspired Algorithms

Substantial discussion arises when trying to decide for the best algorithm for a combi-

natorial NP-hard problem. It is clear that the nature-inspired algorithms presented in this

survey have similar characteristics. In general terms of computational theory, the complexity

of an algorithm can be defined by the number of elementary computations required for its

execution. However, there is not a standard measurement for nature-inspired algorithms that

would allow us to unify and compare their complexity. It is common, in the literature, to

make performance comparisons based on the quality of the solution and on the computational

time using benchmark problems [57] or based on the number of evaluations of the objective
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function [22]. However, as mentioned before, a unified criterion for classification based on

complexity is still missing. Among other reasons, this is due to the many aspects to be con-

sidered when analyzing the complexity of an algorithm of this nature. For instance, if we base

the complexity analysis on the number of evaluations of the objective function, we also need

to consider that the number of evaluations may change from problem to problem. Also, the

objective function of a particular problem has its own complexity; therefore even the specifi-

cation of the complexity of a single algorithm seems difficult. Furthermore, the encoding of

a nature-inspired algorithm has also an impact on its performance in a particular problem.

Nevertheless, we believe that the ability to make complexity comparisons of nature-inspired

algorithms is very important and relevant to the research community.

2.3 Areas of Applications in Optical Networks

Technological developments in the area of telecommunications, especially the Internet,

have generated that users demand higher quality services, with better features such as greater

transmission capacities, higher speed, among others. Optical networks seem to be the tech-

nology that can provide these features. However, due to its complexity, optical network design

encompasses a high diversity of optimization issues ranging from simple distinct problems,

to multiobjective combinatorial ones, such as implementation of physical and logical topolo-

gies, optimal placement of components, routing and wavelength assignment, survivability in

networks, etc. [11].

Different design and optimization tools have been considered for those combinatorial

problems. However, as the complexity of such problems increases with the network’s size,

the use of computational intelligence (CI) to solve them is becoming a very important tool.

Nature-inspired algorithms have already been applied with success to a wide range of engi-

neering fields, such as signal processing, artificial neural networks, pattern recognition and

image processing, electromagnetism, propagation, and microwave engineering, among others.

Also, there are a great number of problems in the optical communication field in which nature-

inspired algorithms have already been applied. Being a rapidly growing area, a survey and

evaluation of these, helps to identify and discuss new trends and open research opportunities.

The following are the main areas in optical network design in which different algorithms

included nature-inspired algorithms have been applied. This survey gives a general view of
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combinatorial problems and possible open research issues in which nature-inspired algorithms

can be applied.

2.3.1 Routing and Wavelength Assignment

The routing and wavelength assignment is arguably one of the most studied, yet impor-

tant, problem in optical networks. In a WDM network a connection in the optical layer is

done when data needs to be sent from a source to a destination node. This is accomplished

by establishing a path between two nodes, which is referred to as a lightpath. However, in

the absence of wavelength conversion, these lightpaths must be chosen without violating any

of the following two constraints [6]:

i) Wavelength capacity constraint: states that a wavelength may be used only once per

fiber at any given point in time; and

ii) Wavelength continuity constraint: states that the lightpath uses the same wavelength

on all links it traverses from source to destination.

In this context, the RWA [12, 15] problem is of paramount importance in designing and

planning optical networks. The RWA problem seeks to optimally establish routes and ade-

quate wavelengths for the requested connections according to an objective function. Physical

and operational constraints can also be included [58]. It can generally be categorized into two

cases: RWA with static off-line traffic and RWA with incremental dynamic on-line traffic [6].

The RWA problem is known to be an NP-complete problem [8], and its importance

can be assessed by the number of approaches proposed in the literature to obtain near opti-

mal solutions [59]. Integer Linear Programming (ILP) models [12, 60] have been successfully

used to solve the static RWA problem in small optical networks. But, as the network’s size

increases so does the dimension of the ILP model, whose solution typically requires an ex-

tensive computation effort (and execution time) which renders them impractical for medium

to large-scale networks. Therefore, different heuristic-based algorithms have been proposed

to solve the problem. Nature-inspired algorithms such as genetic algorithms (GA), particle

swarm optimization (PSO), ant colony optimization (ACO), etc. are among them.

In [61] ACO is used to analyze the RWA problem, considering wavelength conversion.

The application of ACO algorithm to the problem has been evolving through the years. In [62],

an ant-based algorithm for dynamic RWA in WDM optical networks under the wavelength
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continuity constraint is proposed. Then, in [63], the authors propose the use of an ACO

algorithm to solve the intrinsic problem of the RWA under consideration of the wavelength

continuity constraint. Its approach also provides survivability to network failures or traffic

congestion.

In a more recent paper [64], ACO algorithm is used to solve the dynamic anycast RWA

problem in wavelength-routed WDM networks. Finally, in [65] a novel idea to enhance the

ACO method for solving the problem of RWA is proposed. In this paper, not only the

static and dynamic cases are analyzed, but also no conversion, partial conversion and full

conversion cases are studied. Also for the dynamic case, in [66] a novel genetic algorithm is

proposed. The algorithm has different attributes, since it not only reduces the call blocking

probability, but it also provides fairness among connections, fault tolerance capability and

employs a very short computation time. Using a different strategy, in [67] the static RWA

problem in optical networks is formulated as a single objective optimization problem and it

is solved in a novel way using a GA. Similar to it, [68] presents the use of a PSO algorithm to

obtain near-optimal solutions to the NP-complete RWA problem in optical networks, without

a wavelength conversion capability. In [69] a heuristic approach inspired by PSO is proposed

for solving the static RWA problem and a new encoding scheme for members of the swarm

population is proposed as well. The results from [69] are compared to those from [68] showing

a significant improvement both in terms of the number of iterations required and in the average

path length (APL). Then in [70], a novel chaotic particle swarm optimization (CPSO) based

scheme is proposed for solving the dynamic RWA problem in all-optical WDM networks

without any wavelength conversion. An evolutionary framework is presented in [71], where

a genetic algorithm with random-keys is developed to minimize the number of wavelength in

the assignment. Another application of GA for solving the RWA problem is presented in [72].

Regarding the applications of DE and ABC algorithms, in [73] a population-based evolu-

tionary algorithm using DE is introduced. The DE algorithm is modeled for a multiobjective

context to solve the static-RWA problem, under the consideration of wavelength conversion

capability. In a different approach, a new idea based on the ABC algorithm is introduced

in [74]. The proposed RWA-ABC approach is evaluated for both path length (propagation

delay) and hops count optimization schemes and compared against GA algorithm. More

recently, in [75] the ABC algorithm is used to solve the RWA problem in a multiobjective
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context. A similar approach is presented in [22], in which DE is modeled to solve the static

RWA problem without a wavelength conversion capability. In their study, the DE-RWA ap-

proach is compared against GA and PSO. Not just nature-inspired algorithms have been

applied to the RWA problem. For instance, in [60] a large RWA problem is partitioned into

several smaller sub-problems, each of which may be solved independently and efficiently using

well-known approximation techniques.

More recently, in [76] the authors evaluate the average-case performance of eight off-line

heuristic algorithms to solve the routing and wavelength assignment problem and the related

throughput maximization problem in WDM optical networks.

As we can see, the RWA problem can be considered as a classical well-known problem in

optical networks. Nevertheless, its NP-complete nature and importance makes the problem

very interesting to the research community, which always seeks to improve the efficiency and

effectiveness of the applied algorithms.

2.3.2 Protection and Restoration

Optical networking is the most effective technology to meet the high bandwidth network

demand. However, survivability, which is the ability of a network to withstand and recover

from failures, is one of the most important requirements in today networks. Its importance

is magnified in fiber optic networks with throughput in the order of gigabits and terabits per

second. It is because of their huge throughput that a failure in just one of their components,

such as a link failure or a node failure, can lead to a huge loss of information.

Survivable networks are based either on dedicated resources or on dynamic restoration.

Each of these architectures has its own benefits. On one hand, dedicated resources offer a

faster restoration time and guarantee the restoration ability, with the drawback of less efficient

usage of the available resources compared to dynamic restoration. On the other hand, dynamic

restoration offers a more efficient usage of the resources due to multiplexing spare-capacity,

but it cannot guaranty to a 100% the survivability of the network in case of a component

failure.

In WDM networks the high bandwidth capacity can be divided into different transmission

channels which can be associated to a different optical connection; through which the upper

layers (IP, Ethernet, etc.) can transmit data [77]. Then, the survivable virtual topology
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mapping is introduced, as a mean of providing protection and restoration in WDM networks.

Survivable Virtual Topology Mapping

In IP-over-WDM networks, a virtual IP network has to be routed on top of a physical

optical fiber network. An important challenge hereby is to make the routing survivable. A

virtual topology can be set up, which is defined by a set of virtual nodes and virtual links

(lightpaths) connecting the nodes while the physical topology is composed by the physical

nodes and physical links. The problem of routing virtual links into a physical topology in

such a way that the virtual topology (lightpaths set up on the physical network) remains

connected in the presence of a physical link failure is known as the survivable virtual topology

mapping (SVTM) problem [7].

To illustrate the SVTM, consider the physical topology (WDM network) presented in

Fig. 4.1(a). Figure 4.1(b) presents a virtual topology with virtual links ev1,3, e
v
3,4, e

v
4,5, e

v
2,5 and

ev1,2, which in fact are lightpaths (IP links) that need to be mapped on the WDM network.

Figure 4.1(c) presents a SVTM against a single link failure. Observe that a single link failure

disconnects at most one virtual link of the virtual topology, so the virtual topology remains

connected achieving the IP restoration level. To show a not survivable mapping, in Fig.

4.1(d) we have routed the lightpath ev2,5 through the physical links ep2,4 and ep4,5. It can be

seen that a failure in the physical link ep4,5 disconnects the virtual links ev2,5 and ev4,5 of the

virtual topology (dashed lines in Fig. 4.1(b)), leaving the virtual node 5 isolated in the virtual

topology, which clearly indicates that the mapping is not survivable.

The SVTM problem is known to be NP-complete [7]. Because of its complexity, for real-

life size networks, it is not possible to solve the problem optimally in an acceptable amount

of time using classical optimization techniques. Therefore, heuristic approaches should be

used. In [78] a fast and efficient algorithm that finds a survivable (i.e., robust to single

fiber failures) mapping of IP topology on the mesh of fibers in IP-over-WDM networks has

been developed. [79] presents a local search algorithm, called FastSurv, which can provide

survivable routing in the presence of physical link failure. In [80] the spare capacity allocation

(SCA) problem is analyzed using a matrix-based model, and a fast and efficient approximation

algorithm termed Successive Survivable Routing (SSR) is developed. [81] studies the survivable

VTM problem under single node/SRLG (Shared Risk Link Group) failure model, and proves
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Figure 2.2: Illustrative survivable and unsurvivable virtual topology mapping for a simple 5-
nodes network. (a) Physical topology. (b) Virtual topology. (c) Survivable mapping. (d)
Unsurvivable mapping.

that the survivable VTM problem under single node/SRLG failures is also NP-complete. As

for the use of nature inspired algorithms, [77] and [82] study the survivable VMT problem

applying a GA and an ACO algorithm respectively. Also, in [18] an approach to solve the

VTM using DE is introduced.

The SVTM was chosen because there are different nature-inspired algorithms applied to

this problem, so that fits very well for the survey. However, there are also other survivability

approaches [13,26,83,84] in optical networks different from the SVTM.

2.3.3 Optimal Component Placement

Photonic networks can use components capable of implementing wavelength conversion

operations in WDM networks. A wavelength converter is a device that converts one wave-

length carrying data at the input to a different wavelength at the output. With the use of

wavelength converters in a WDM network it is clear that the wavelength continuity constrain

is relaxed, providing more flexibility to the network. However, due to the cost of wavelength
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converters, it is a critical concern to make a careful decision about the number used and the

location to place them. This introduces an important optimization problem called the optimal

wavelength converter placement. The problem of component placement is more general and

involves not only the placement of wavelength converters, but also amplifiers placement [85].

Through the next sections we will analyze different applied approaches in the area of

optimal component placement, given a brief description of the problems.

Placement of Wavelength Converters

To further improve the WRON, wavelength converters are placed in network nodes to

reduce the network call blocking probability [86, 87]. It is well understood that wavelength

converters are presently very expensive and exhibit only a limited wavelength conversion

range. That is why a network in which optimal nodes are equipped with wavelength conversion

capabilities is economically more convenient. These networks are often referred to as networks

with sparse wavelength conversion [88]. However, if a network needs to be equipped with a

limited number of wavelength converters, the problem becomes a decision of where to place

them in order to get the minimum blocking probability.

K.R. Venugopal et al. [89] used a new heuristic approach for placement of wavelength

converters (PWC) to reduce blocking probabilities. Their study includes both, static and

dynamic light path establishments. C. Vijayanand et al. [90] proposed new integer linear

program (ILP) formulations for the static and dynamic RWA problems to reduce the number

of conversions. In their study, a genetic algorithm (GA) was used for placing limited-range

wavelength converters in an arbitrary mesh WRON. This was among the first applications

of evolutionary algorithms to the wavelength converters placement problem. Later, in [91],

a GA is proposed to determine the optimal nodes in the networks where a given number of

converters must be placed. Li et al. [92] have proven that the optimal solution on a path could

be achieved when all the segments (a path segment between two consecutive converters or

between an end node and its nearest converter) on the path have equal blocking probabilities.

Based on this theorem, some algorithms of linear complexity were proposed to obtain near-

optimal solutions for converter placement on a path. Later, in [93] a network model upon

an algorithm for placing a given number of wavelength converters is presented. In addition,

some heuristics are proposed and evaluated over different network examples. In short, most
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of the proposed techniques are either complicated, need large storage capacity, or require

massive computation time. Considering these factors, C. F. Teo et al. [94] have proposed a

novel evolutionary PSO algorithm to find the optimal placement of wavelength converters to

achieve minimum blocking probability. More recently, in [21] a similar approach inspired in

DE was applied, in which the authors show that DE can overcome the results obtained with

the PSO algorithm.

Placement of Optical Amplifiers

As with the wavelength converters, the optical amplifiers improve the efficiency of WRON.

Nevertheless, to obtain a real benefit from these devices, a careful placement has to be

done [95]. Erbium-doped fiber amplifiers (EDFA) and RAMAN amplification effect are typical

examples of such devices. Also, Semiconductor optical amplifiers (SOAs) have attracted much

attention for their cost effectiveness and simplicity as compared to EDFAs [96]. The approach

of their placement have to take into consideration physical characteristics such as amplified

spontaneous emission (ASE), four wave mixing (FWM), non-linarites, etc. [97]. However, this

survey paper intends to focus on the network planning. The placement of these components

in the network is an important problem where nature-inspired algorithms can be applied.

Similar to the PWC problem, the placement of optical amplifiers (POA) is referred

to the placement of the minimum number of optical amplifiers as well as their position to

guarantee that all the signals are adequately amplified improving the performance of the

network. In [98] the POA with power equalization in a multiwavelength Optical LAN/MAN

network is formulated as a mixed integer linear program (MILP) that can be solved by a

linear program solver. In [99] a simulated annealing algorithm is proposed to cope with the

POA in broadcast-and-select WDM networks. Later, in [100] an algorithm that takes into

account transmission impairments is proposed. Then, in [101] two techniques, based on integer

programing, are presented to solve the POA problem in metropolitan WDM ring networks.

As with other NP-complete problems, the MILP cannot be tractable for big instances. Then,

in [102] an original approach for solving the POA problem in switch-based WDM optical

network using GA is presented. More recently, in [103] a heuristic solution that divides the

problem into sub-problems taking the interdependency of these into consideration is presented.

Finally, in [104] the placement of a SOA amplifier is analyzed in a fiber link. However, the
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placement of SOAs in an entire network and its optimization process is still an open research

topic.

Raman amplifiers became one of the most renewed research subjects. This is due to

the development in laser technologies and also to the increase in bandwidth of the optical

networks. Despite the advantages presented by the Raman amplifiers, a challenge arises

because of the complexity of the design parameters and its high cost (around 10 times an

EDFA amplifier) [105]. In [105, 106], GA is applied to improve the characteristics of design

of a Raman amplifier. The application of other nature-inspired algorithms to this problem is

still a wide open reasearch area.

As we can see, the use of nature-inspired algorithms is low in the POA problem. As

the complexity of the networks increases, and taking into consideration the many physical

impairments as well as the cost impact, it is clear that the application of more powerful

algorithms is greatly still needed.

2.3.4 QoS Routing Services

RWA is a classical problem in WDM networks that considers the continuity and capacity

constrains [6]. However, new demanding applications in optical networks are emerging requir-

ing particular specifications to provide guaranteed classes of services. In this more realistic

scenario, quality of services (QoS) metrics, such as bounded end-to-end delay, aggregated

delay, bandwidth, cost, jitter, among others, have to be considered. The QoS routing is a

challenging problem that considers these metrics or a combination of these, attracting a lot

of interest in the scientific community. The objective of QoS routing, as in the RWA, consist

in identifying and selecting paths and assigning wavelengths to those paths to meet specific

QoS metrics [107].

Considering these attributes, QoS routing is an attractive field for applications of intel-

ligent computation approaches. In [108] a routing approach based in GA is proposed to solve

the QoS routing problem, considering different constraints, such as delay, bandwidth, packed

loss rate, and cost. Simulation results proved that the GA-based algorithm is not only robust

and efficient, but also has a great convergence rate and it is very easy to implement. In [109],

a DE algorithm was applied to find the multicast tree with maximum reliability degree and

user’s QoS satisfaction degree. Few years later, hybrid approaches have been also proposed.
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In [110] authors study the application of a combination of gaming analysis and PSO algo-

rithm to find a QoS unicast path with Pareto optimum under Nash equilibrium on both the

network provider utility and the user utility. The computed results show these approaches are

both feasible and effective. A combination of ACO and an artificial immune algorithm was

proposed in [111]. More recently, in [112] authors present some hybrid approaches based on

GA and PSO to solve the multi-constraint QoS routing. Another nature-inspired application

using the ABC algorithm is presented in [113]. The authors present a considerable number of

experiments and compare the performance of multicast tree, convergence time and multicast

tree cost to other algorithms such as GA and ACO. They find that the ABC algorithm shows

improvements in the optimization ability and convergence speed.

2.4 Discussion and Research Opportunities

Through the paper, we present some of the most important nature-inspired algorithms,

and also the important role they play in the solution of optimization problems. We have fo-

cused our attention in the optical networking field, in which the applications of optimization

algorithms are vast due to the high complexity of the problems that arises during the evolution

of the technologies. Nevertheless, the field of optical networking optimization as well as the

growing diversity of approaches in the literature opens a window for research opportunities.

For this reason, we consider of paramount importance to identify these research opportuni-

ties, hoping that this paper may help as a guide for future applications of nature-inspired

algorithms.

Table 2.1 summarizes the references presented in this review, categorized by application

areas and by nature-inspired algorithms. As is evident from the table, there are still many open

application areas for some of the optimization algorithms. From the survey, it can be stated

that GA is at the base of many of the other algorithms, and it is also the first algorithm often

considered for the resolution of an optimization problem. However, it can also be observed that

as soon as a new problem emerges, algorithms are applied and compared to the existing ones,

showing almost always an improvement in the reported results. Therefore, there are still some

areas of opportunity, especially with the application of the ABC algorithm. This algorithm was

developed recently compared to the others, and has demonstrated outstanding performance

in different problems. Another research opportunity is in the area of components placement.

36



The POA problem presents a lot of opportunities, since it can take into consideration diverse

physical characteristics. Also, the power consumption is an issue that has attracted attention

recently. That fact makes the optimization of POA problem an interesting topic to explore. On

the other hand, it can be observed that the RWA and QoS routing seem to be entirely covered

by nature-inspired algorithms. Nevertheless, these problems are of paramount importance in

the area of networking planning. That is the reason why the research community still gives

them a lot of attention always proposing different solution approaches that work better than

the previous ones.

Table 2.1: Summary on different approaches that have been proposed to solve optimization
problems in optical networks.

GA DE PSO ACO ABC

Routing and wavelength assignment [66], [67], [71], [72] [73], [22] [68], [69], [70] [61], [62], [63], [64], [65] [74], [75]

Static RWA [67], [71], [72] [22] [68], [69] [65] [74]

Static RWA with conversion [73], [22] [61], [65] [75]

Dynamic RWA [66] [70] [62], [63], [65]

Survivable virtual topology mapping [77], [83] [18] [82]

Placement of components [90], [91], [99], [102] [21] [94]

Placement of wavelength converters [90], [91] [21] [94]

Placement of optical amplifiers [99], [102]

EDFA, SOA [99], [102]

RAMAN amplification [105], [106]

QoS routing [108], [112] [109] [110], [112] [111] [113]

When we analyze the RWA problem and the QoS routing problems in a more detailed

way, we may still be able to identify research opportunities. First, it is true that the classic

RWA problem is the most studied. Nevertheless, the RWA problem is called that way in

general terms. Strictly speaking, this problem may be categorized in several ways depending

on the scenario under consideration. For this reason, one single approach could not handle

all the possible scenarios are of interest.

Table 2.1 in its rows two to four presents a simple categorization of the RWA problem in

its most basic versions: static and dynamic cases. From this, it can be observed that the DE

algorithm and the ABC algorithm, even when they are already applied to the general RWA

problem, have not been applied for dynamic RWA, which is an opportunity for researchers.

Also, the study of the static case using GA and PSO and considering wavelength conversion

capability looks as an attractive field. On the other hand, the QoS routing is even more gen-

eral, since it can take into account a great number of different metrics. These characteristics

make the problem hard to categorize, but provides a whole field for application of algorithms
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and their variants.

In addition to the application of the algorithms individually, there are also hybrid ap-

plications emerging. These applications are able to solve problems in a more efficient way

than the simple algorithms analyzed. However, these hybrid approaches are more complex to

implement.

This survey has reviewed areas in optical networks related only to the network’s planning

and design. However, due to different physical devices that comprise an optical network, the

algorithms can be also successfully applied to the design and optimization of such devices

on the networks [114, 115]. Even when are out the scope of this survey, those applications

demonstrate the relevance of the analyzed algorithms.

Finally, it can be anticipated that due to the evolution of optical networks the impor-

tance of intelligent computational tools will be of great relevance to deal with the emerging

problems. The mature WDM technology, using the traditional ITU grid, is evolving to-

wards a scenario called flexible optical networks. Technologies such as orthogonal frequency

division multiplexing (OFDM) [116] and also the development of more flexible devices are

characteristics that motivate interest in this new concept [117]. Moreover, long-term solu-

tion technologies, such as optical packet switching [118] or optical burst switching [119] at

some point will reach maturity. Therefore, it is expected that new design and optimization

problems related to these technologies will emerge, in which the use of nature-inspired algo-

rithms may be applied taking into consideration the different methodologies used in previous

communications technologies.

The evolution of systems and technology is happening not only in the field of optical

networks. As the complexity of communication systems increases, more powerful algorithms

will be developed. Some studies examine novel methods for adaptive routing or IT infras-

tructures in support of the future internet of things and its new emerging applications [120].

The methods include approaches such as evolutionary game theory (EGT) [121] among other

heuristics [122]. This new applications could help us to understand the future of all-optical

networks.
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2.5 Concluding Remarks

In this survey, we discussed different areas of optical network optimization, focusing on

network planning, where the application of computational intelligence has relevant importance

in solving optimization problems. Computational intelligence algorithms can be classified in

many ways, and more and more algorithms are under development. To focus the scope of the

survey, we have presented some computational intelligence algorithms under the classification

of nature-inspired algorithms. Nature-inspired algorithms encompass a set of heuristics whose

methodology is based on the emulation of nature’s behavior. We briefly described some of

the most important and modern algorithms such as GA, ACO, PSO, DE and ABC. These

algorithms have many applications on important optimization issues over the most varied

fields of engineering. Within these fields of engineering, optical networking is a very rich

field with many combinatorial optimization problems. The increase of network’s complexity

and development is due to the continuous growth of broadband communications, multimedia

services and Internet. The entire field of optical networks is huge. For that reason, we focused

on design and network planning issues, letting many other areas out the scope of this paper.

Through the Chapter, we analyzed different optimization problems where nature-inspired

algorithms have been applied. Also, this survey suggests that the growth in complexity of

network designing problems makes the implementation of nature-inspired algorithms a key

tool to solve complex problems with multiple constraints. Finally, a classification of the

analyzed areas was presented. This classification shows that despite of the nature-inspired

algorithms have been vastly used to solve important problems, there is still research opportu-

nities that may be interesting to explore. Also, some directions and trends on the evolution

of optical systems are given. The Chapter aims to be a starting point for those interested in

computational intelligence applications in the optical networking field.
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Chapter 3

DE APPLIED TO THE RWA PROBLEM

The routing and wavelength assignment (RWA) problem, known to be an NP-complete

problem, seeks to optimally establish routes and adequate wavelengths for the requested con-

nections according to an objective function. This paper presents the use of a novel approach

based on a differential evolution (DE) algorithm to the RWA problem in wavelength-routed

Dense-Division-Multiplexing (DWDM) optical networks. The proposed DE-RWA algorithm

is modeled to optimize not only the network wavelength requirement (NWR, which is the

minimum number of wavelengths needed to fulfill traffic demand) but also the average path

length (APL). We present the impact of the control parameters of the DE algorithm on

the system performance’s improvement. Additionally, we present two strategies to improve

the efficiency of the algorithm, knowing as the disjoint cut-set paths (DCS-P) algorithm and

the use of a random mutation (random − M) parameter for DE. The proposed approach

is evaluated for test bench optical networks with up to 40 nodes. Experiments show that

the DE-RWA algorithm obtains results that equal the NWR lower bound for networks with

and without wavelength conversion capability, whereas reduce the APL. The performance of

the DE based approach is compared against results obtained with the Particle Swarm Opti-

mization (PSO) and Genetic Algorithm (GA) models, showing than the DE-RWA outperform

those algorithms in speed of convergence and quality of solutions. The presented DE-RWA

model is simple to implement and could also be extended by adding other features such as

impairment-aware, energy efficient, survivability, among others in optical networks.
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3.1 Introduction

Nowadays it is well known that telecommunications are developing almost exponentially

worldwide in response to the ever-increasing bandwidth demand and transmission distances

required in communication networks. The systems fit to cope with this exponential growth are

led by optical systems which have superior features over other wired systems, these character-

istics are, for example, a higher bandwidth (in the order of Tbps), lower signal attenuation,

lower distortion, lower power consumption, among others. Worldwide networking and com-

munication systems and applications use high-speed optical transport networks as appropriate

backbones for connecting buildings, cities and countries [74,123].

Dense wavelength division multiplexing (DWDM) [28] technology divides the bandwidth

of a typical optical fiber into some non-overlapping channels operating at a different wave-

length providing the opportunity to explore the tremendous bandwidth of fibers in optical

networks. DWDM networks are considered as connection-oriented networks and have led to

substantial research, which has eventually emphasized the modifications required in the optical

network architectures to achieve their full potential. The connections established in DWDM

networks involve two main basic operations: routing and wavelength assignment (RWA) [2].

In a DWDM network a connection in the optical layer is done when data needs to be sent

from a source to a destination node. This is accomplished by establishing a path between two

nodes, which is referred to as a lightpath. However, in the absence of wavelength conversion,

these lightpaths must be chosen without violating any of the following two constraints [6]: i)

Wavelength Capacity constraint: states that a wavelength may be used only once per fiber at

any given point in time; and ii) Wavelength Continuity constraint: states that the lightpath

uses the same wavelength on all links it traverses from source to destination.

In this context, the RWA [12, 15] problem is of paramount importance in designing and

planning optical networks. The RWA problem seeks to optimally establish routes and ade-

quate wavelengths for the requested connections according to an objective function. Physical

and operational constraints can also be included [58]. It can generally be categorized into two

cases: RWA with static off-line traffic and RWA with incremental dynamic on-line traffic [6].

In this paper we used static uniform traffic in order to compare to Nagatsu’s lower bound and

other heuristic approaches. This uniform traffic implies that a connection is established from
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any node to all the other nodes of the network.

The RWA problem is known to be an NP-complete problem [8], and its importance

can be assessed by the number of approaches proposed in the literature to obtain near opti-

mal solutions [59]. Integer Linear Programming (ILP) models [12, 60] have been successfully

used to solve the static RWA problem in small optical networks. But, as the network’s size

increases so does the dimension of the ILP model, whose solution typically requires an exten-

sive computation effort (and execution time) which renders them impractical for medium to

large-scale networks. Therefore, different heuristic-based algorithms have been proposed to

solve the problem. Among them are the evolutionary algorithms such as genetic algorithms

(GA), particle swarm optimization (PSO), ant colony optimization (ACO), etc.

Given that our proposed model uses an evolutionary algorithm, the literature review we

present is exclusively on models that approach the RWA problem and belong to this class. In

[60] a large RWA problem is partitioned into several smaller sub-problems, each of which may

be solved independently and efficiently using well-known approximation techniques. In [61]

ACO is used to analyze the RWA problem, considering wavelength conversion. [124] addresses

the wavelength assignment issues in interconnecting optical Local Area Networks (LANs) in

which a wavelength cannot be reused for local connections. In [67] a formulation of the static

RWA problem in optical networks as a single objective optimization problem is presented

using a GA. Similar to it, [68] presents the use of a PSO algorithm to obtain near-optimal

solutions to the problem in optical networks without a wavelength conversion capability.

In [125] the RWA problem is addressed using a classical bin packing based algorithm. [69]

presents a heuristic approach inspired by PSO for the static RWA problem and a new encoding

scheme for members of the swarm population is proposed. In [76] the authors evaluate the

average-case performance of eight off-line heuristic algorithms to address the routing and

wavelength assignment problem and the related throughput maximization problem in WDM

optical networks. [73] presents a population-based evolutionary algorithm for the static-RWA

problem, that is restricted to networks with a wavelength conversion capability. Recently [74]

presents an approach based on artificial Bee Colony (ABC).

DE is a very simple but very powerful stochastic global optimizer for a continuous search

domain. It was proposed by Storn and Price [14] and represents a very complex process of

evolution. Cleverly using the differences between the populations, a simple but fast linear
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operator called differentiation is created, which makes DE unique. Comparative studies show

that DE can outperform other evolutionary algorithms in different optimization problems

[10, 21, 126]. More specifically DE exploits a population of potential solutions to effectively

probe the search space. The algorithm is initialized with a population of random candidate

solutions, conceptualized as individuals. For each individual in the population, a descendant

is created from three parents. One parent, which is called the main parent, is disturbed

by the vector of the difference of the other two parents. If the descendant has a better

performance resulting in the objective function, then it replaces the individual, otherwise, the

original individual is retained and is passed on to the next generation of the algorithm and the

descendant is discarded. This process is repeated until it reaches the termination condition.

For a complete theoretical analysis of the DE algorithm the reader is referred to [14].

In this chapter we study the use of a DE algorithm to solve the RWA problem in networks

with static traffic and with or without a wavelength conversion capability. Our objective

function optimizes the number of wavelengths needed (Net Wavelength Requirement, NWR)

and the average path length (APL). To the best of the authors knowledge we provide for

the first time a practical DE model to solve the RWA problem that is simple to implement

and has the versatility to analyze not only cases of networks with and without wavelength

conversion capability. Our model could also be extended in further work to include other

features, such as impairment-aware, energy efficient, survivability, among others in optical

networks. We also investigate two techniques to improve the algorithm’s performance: a new

routing algorithm which computes shortest disjoint paths through the cut-set links and the

use of a random −Mutation parameter that improves the convergence rate and the quality

of the solutions.

We apply our algorithm to real sized networks with up to 40 nodes as the USA and Japan

networks. Due to the complexity of the RWA problem, we present a decomposition method

that breaks the formulation into two sub-problems: a routing sub-problem and a wavelength

assignment problem. Our approach considers a set of pre-computed k-shortest paths from

which our algorithm chooses routes and then we use a first-fit algorithm to do the wavelength

assignment. Since both sub-problems are solved sequentially, global optimality cannot be

guaranteed. However, results show that the DE-RWA algorithm reaches the theoretical lower

bounds presented in subsection 3.2.3, which considers uniform traffic 3.6.
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The Chapter layout is as follows, the RWA problem formulation and its lower bound

are introduced in section 3.2. The proposed search algorithm is discussed in section 3.3.

Section 3.4 presents and explains an illustrative example of the DE-RWA. Section 3.5 presents

strategies to improve the efficiency of the algorithm. Results are then presented in section 3.6

and conclusions are addressed in section 3.7.

3.2 Problem Formulation

The physical network is modeled as an undirected graph G = (V,E), where V is the set

of physical nodes numbered {1, 2, ..., |V |}, and E is the set of physical links {e1, e2, ..., |E|}.

The RWA problem can be formally stated as follows: given a set of traffic demands between

any given pair of nodes, R = {(s, d, T )}, where s is the source node, d is the destination node,

and T is the traffic demand between (s, d), establish paths and assign wavelengths to each

of those paths, so that all demand is met and the number of utilized wavelengths (NWR) is

minimized, subject to the wavelength capacity and continuity constraints.

The objective function comprises the minimization of the NWR as well as the APL.

The NWR has an economic implication: the lower the number of wavelengths required, the

lower the cost of the network. At the same time it is also expected that the paths established

will have the shortest path length in order to minimize the APL of the network, which is

defined as the average number of links used by all selected routes. The reduction of the APL

has a primary impact on the delays and transmission impairments of the signal; it also helps

to reduce network resource wastage.

Therefore, we must establish a criterion for measuring the performance of the algorithm.

Our objective function or fitness function is to minimize the weighted sum of the NWR and

the APL, as follows [68]:

minf(X) = a1 ∗ (NWR/n1) + a2 ∗ (APL/n2) (3.1)

where a1 and a2 are the weights used to vary the relative importance of either term in the

objective function, where a1 = 1 − a2, a1 and a2 take values from 0 to 1. n1 and n2 are

normalizing constants that are used to maintain the NWR and APL values in the range of

[0,1], since we do not wish to have one term significantly dominating the other. The way in

45



which these normalizing constants are calculated is described in section 5.2.2.

The APL, for a given set of demands R, can be defined as:

APL =

∑
lps,d
Nc

∀s, d ∈ R (3.2)

where lps,d is the length of the path that connects nodes (s, d) and Nc is the number of

requested connections in R.

Furthermore, the NWR can be analyzed in two ways: 1) considering the wavelength

continuity constraint, which means the network has not a wavelength conversion capability,

which in turn reduces its cost significantly since converters need not to be considered and 2)

considering it does not have the wavelength continuity and capacity constraints, which means

the network has a wavelength conversion capability in some nodes, this a less restrictive

approach which however, assumes a most costly network. In this paper we present both

cases, the calculation of the NWR is explained in the following two subsections.

3.2.1 NWR Meeting the Wavelength Continuity and Capacity Constraints

Without a wavelength conversion capability, the wavelength-continuity constraint applies

to the problem and a wavelength assignment has to be done. In our approach, this assignment

is done through a first-fit maximum hops (FF −MH) algorithm. This allocation algorithm is

easy to implement and provides good results. The study of other assignment algorithms is out

of the scope of this paper. In the FF −MH algorithm wavelengths are assigned by ordering

the paths in decreasing number of hops, and assigning the first available wavelength to each

in turn. Once the FF −MH has finished, a wavelength allocation matrix WA = {s, d, λx}

will be available, showing the wavelength λx assigned to each requested connection between

nodes s and d. Then, the NWR value will be the greatest wavelength used to satisfy all

connection demands in the assignment process:

NWR = max WAsd ∀s, d ∈ R (3.3)

Note that the FF −MH algorithm is performed under the consideration of the wave-

length continuity and capacity constraints; therefore the violation of these constraints is

avoided.
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3.2.2 NWR Without the Wavelength Continuity and Capacity Constraints

In the presence of a wavelength conversion capability it is possible to ignore the wave-

length continuity constraint. The procedure to obtain the NWR minimal value, in this case is

to minimize the flows on each link, which is equivalent to minimize the number of lightpaths

passing through a particular link [60]. Then, the NWR can be defined as:

NWR = max Le ∀e ∈ E (3.4)

where Le is the load or number of paths that traverse a particular link e due to traffic demand

and is defined as:

Le =
∑
p

αp
e (3.5)

where αp
e is equal to 1 if link e is used for path p and 0 otherwise.

In many cases, full wavelength conversion capability is not recommended or not even

necessary, due to its high cost or due to the possibility of an acceptable performance of the

network without it.

3.2.3 Lower Bound

In order to assess the degree of optimality, we use the well-known lower bounds for the

NWR and the APL. The NWR lower bound, which is equal to or lower than the optimal

minimum, can be obtained without using optimization. Theoretically, in a network with N

nodes and with uniform traffic of one lightpath between nodes the NWR lower bound can be

calculated as [127]:

NWRlb = max

⌈
K ∗ (N −K)

|lcs|

⌉
∀lcs (3.6)

where lcs is any cut-set of links whose removal generates two disjoint and auto-connect subnets

with K and N −K nodes respectively, de is the ceil function, and |lcs| is the number of links

that form the cut-set. The main cut-set links lcs which maximize the Eq. (3.6) can be found

by [128].

To better understand the calculation of the NWR lower bound, Figure 3.1 shows the
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main cut-set for a simple network of five nodes. The cut-set (|lcs| = 3), which is formed for

the three links between node pairs 1 → 3, 2 → 3 and 2 → 4, separates the network into two

subnets, with K = 3 and N − K = 2 nodes respectively. Using Eq. (3.6), the NWRlb is

established as:

NWRlb = max

⌈
K ∗ (N −K)

|lcs|

⌉
=

⌈
3 ∗ 2

3

⌉
= 2 (3.7)

It is important to note that this theoretical NWRlb is only valid for this special case

(uniform traffic i.e. one connection between all pair of nodes), but still provides a theoretical

value as a benchmark. We use this method to obtain the lower bounds for all networks in

this paper.

� �

� �

�

Figure 3.1: The main cut-set for a simple 5 nodes network.

Note that the minimum APL is obtained if all shortest-paths in the network are selected,

which in practice can be obtained using a shortest path algorithm. However, although this

would guarantee the minimum APL, it would not guarantee the minimum NWR, which, as

previously mentioned, has a crucial impact on the network’s cost.

Then, for a network with N nodes and with uniform traffic, the lower bound for the

APL can be calculated as:

APLlb =

∑
spi,j

N ∗ (N − 1)
∀i, j (3.8)

where
∑
spi,j is the sum of the length, in number of hops or distance, of all shortest-paths

between all nodes in the network, and N is the number of nodes.

Our approach could consider the pre-calculation of paths based on hops or distance. For

simplicity, the paths are pre-calculated based on the least number of hops. However, in cases
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of having two or more paths with the same number of hops the algorithm selects the path

with the shortest distance. In order to do this, we artificially consider that the length between

nodes is 1 + dist(s, d)/Largenumber. Where dist(s, d) is the actual distance in km of the link

divided by a Largenumber. Based on the previous rule the algorithm that finds the shortes

path selects the path with the least number of hops and shortest distance. Also in cases where

there are paths with different number of hops, the routing algorithm gives priority to paths

with fewer hops.

3.2.4 The Normalizing Constants

Now that we have defined the NWR and the APL, we can explain how to calculate the

normalizing constants from Eq. (3.1) n1 and n2. To calculate n1, that is an upper bound

for NWR, one should consider the worst case scenario for the NWR in a network, which

occurs when all nodes in a subnet need to be connected through just one link to all nodes

in the other subnet (recall that subnets are obtained when the cut-set links in a network are

removed). Then:

n1 = K ∗ (N −K) (3.9)

where K and N −K are the number of nodes in the respective subnets.

Similarly, n2 is an upper bound for APL. In order to compute n2, first we find k-shortes

paths that can be calculated using a k-shortes path algorithm or the disjoint cut-set shortes

paths algorith that we will explain in subsection 3.5.1. Then, the worst case scenario for the

APL is when all longest routes are considered for the connections between node pairs that

have been already calculated. Therefore, n2 can be calculated by:

n2 =

∑
spmax(i,j)

N ∗ (N − 1)
∀i, j (3.10)

where spmax(i,j) is the longest path from the set of calculated paths for the connection between

nodes (i, j).

Note that since n1 is the upper bound for the NWR and n2 is the upper bound for

the APL, then, dividing both terms (NWR and APL) by their respective upper bounds, we

guarantee that the number obtained by this division is in the range of [0, 1].
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3.3 Differential Evolution (DE) Algorithm

As mentioned before, DE algorithms use a population (Pop) of individuals and iterate

by creating new populations until an optimal solution is obtained. DE algorithms are run for

a limited number of iterations (generations).

DE has three crucial control parameters: the mutation constant (M), which controls

the mutation strength, the recombination constant (RC), which increases the diversity in the

mutation process, and the population size (NP ). Throughout the execution process, the user

defines M and RC values in the range of [0, 1] and the Pop size NP which is an integer that

depends on the dimension of the problem. These parameters are maintained fixed throughout

the execution of the algorithm.

For a more detailed explanation of our approach consider the simple network of five nodes

in Figure 3.1. Our approach, inspired in [67], assumes that a set of paths to meet demand is

available. Therefore, in an initialization step we calculate k paths between all pairs of nodes,

using the k-shortest paths algorithm [129].

These paths are stored in an array and represent our solution space. Table 5.1 shows

k = 3 shortest paths for our example.

Table 3.1: The selected paths for the individual test are in bold.

Node 1 2 3 4 5

1 [] [1,2] [1, 3] [1, 2, 4] [1,3,5]
[1, 3, 2] [1,2,3] [1,3,4] [1, 2, 3, 5]

[1, 3, 4, 2] [1, 2, 4, 3] [1, 2, 3, 4] [1, 3, 4, 5]

2 [] [2, 3] [2,4] [2, 3, 5]
[2, 1, 3] [2, 3, 4] [2,4,5]
[2,4,3] [2, 1, 3, 4] [2, 3, 4, 5]

3 [] [3, 4] [3, 5]
[3, 2, 4] [3,4,5]
[3,5,4] [3, 2, 4, 5]

4 [] [4,5]
[4, 3, 5]

[4, 2, 3, 5]

5 []

We use this set of paths to generate individuals for the initial population. An individual in

the algorithm is a vector of dimension D (where D is the problem’s dimension) that represents

a specific solution to the problem.
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To encode our individuals we generate a vector of dimension D, for example:

X = [k1→2, k1→3, k1→4, ..., D] (3.11)

where D is equal to the number of connections between nodes in the network. If N is the

number of nodes on the network then the number of connections among all nodes will be

N ∗ (N − 1)/2, and ki→j represents the selection of an available path between nodes i and j.

The paths are considered to be bidirectional. For example the path connecting node 2

to node 3 is the inverse of the path connecting node 3 to node 2. This reduces the dimension

of the problem by half saving computation time.

Depending on the application of a given DE algorithm, one can establish upper and

lower limits for the number of elements in the X vector. In our instance, the elements in

the X vector must take on an integer value ranging in [1, k] (k=maximum number of paths

considered between nodes).

At the initialization step of the algorithm, a population of individuals Pop is created

randomly taking into account the aforementioned limits.

As stated in subsections 3.2.1 and 3.2.2, the wavelength assignment process depends on

whether the network has a wavelength conversion capability or not. For a network with full

wavelength conversion capability the NWR is calculated with Eq. (3.4). On the other hand,

when the network does not have a wavelength conversion capability wavelength assignments

are necessary and the NWR is calculated with Eq. (3.3).

At each generation, all individuals in the Pop are evaluated in turn, the individual being

evaluated is called the target vector. For each target vector xi, i = 1, . . . , NP, a mutant

individual mi is generated according to:

mi = xr1 +M(xr2 − xr3) (3.12)

where xr1, xr2, xr3 ∈ Pop: xr1 6= xr2 6= xr3 6= xi. xr1, xr2 and xr3 are three random individuals

from the Pop, mutually different and also different from the current target vector xi, and the

mutation constant M is a scaling factor in the range of [0 − 1]. The M operator is used to

control the magnitude of the difference between two individuals in Eq. (5.6). This operator

allows us to manage the trade-off between exploitation and exploration in the search process.
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Then, the recombination operator RC is applied to increase the diversity in the mutation

process. This operator is the last step in the creation of the trial vector ti. To create the trial

vector, the mutant individual, mi, is combined with the current target vector xi. Particularly,

for each component j, where j = {1, 2, . . . , D}, we choose the jth element of the mi with

probability RC, otherwise from the xi. If we choose a random number rand in the [0, 1]

interval, then the ti is created as follows:

ti,j =

 mi,j if rand < RC ∀j

xi,j otherwise
(3.13)

After we create the trial vector ti, it is necessary to verify the boundary constraints of

each element of ti to avoid creating an infeasible solution. This could happen because any

jth element created by Eq. (5.6) that is not in the range of [1− k] has an RC probability of

being selected. If any element of the trial vector violates the constraints it is replaced with a

random number in the range of [1− k]. This assures that a feasible solution is obtained.

Finally, the selection operator is applied; this operator is a simple rule of elitist selection

of the vectors that improve the objective function. This is done by comparing the fitness

between the trial vector and the target vector in the objective function using:

popi =

 ti if f(ti) < f(xi)

xi otherwise
(3.14)

where popi is the population of the next generation, that changes by accepting or rejecting

new individuals. The best individual in the population and the global best individual are

kept at the end of each generation, to keep track of the best solution found so far.

Under these considerations a pseudocode of the DE algorithm is as follows:

3.4 An Illustrative Example of the DE-RWA

We now present a more detailed explanation of our approach, with our DE-RWA al-

gorithm, using the simple network of five nodes shown in Figure 3.1. Our approach works

for both cases, networks with or without a wavelength conversion capability, being the only

difference the formula used to evaluate the fitness function.

To simplify our analysis in this explanatory example, we use a uniform traffic, therefore
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Algorithm 6 Pseudocode of the DE algorithm

Set the control parameters M , RC and NP
Create an initial Pop
Evaluate the fitness of every individual
repeat

for each individual x ∈ Pop do
Select three individuals from Pop
Apply mutation Eq. (5.6)
Apply recombination Eq. (5.7)
Verify boundary constraints
if Boundary constraints are violated then

modify the infeasible elements
end if
Apply selection operator Eq. (5.8)
Update Pop

end for
until a satisfactory solution is obtained or a computational limit is exceeded

all traffic demand between any given node to all other nodes in the network is one light-

path. This is done because we wish to compare our results to the theoretical lower bound

presented in subsection 3.2.3. The generalization to more than one lightpath between nodes

is straightforward.

As mentioned before (Section 3.3), our approach assumes that a set of paths to meet

demand is available. In an initialization step, we calculate k paths between all pairs of nodes.

Table 5.1 shows k = 3 shortest paths for our example.

As an example, consider the individual X:

X = [1, 2, 2, 1, 3, 1, 2, 3, 2, 1] (3.15)

The individual is explained next. Table 5.1, presents all k-shortest paths (with k = 3) for

all node pairs in our example. We read the k-shortest paths table from left to right and from

top to bottom, having D = 10 pairs of connections. Recall that we consider bidirectional

links, therefore the bottom-left part of the table is empty. Because there are 10 pairs of

source-destination nodes, the vector of individual X has 10 elements, each one indicating

which route was selected for the corresponding pair of nodes. In Table 5.1, routes marked in

bold are the ones selected by the DE-RWA algorithm from those three available for each pair

of nodes. Routes are numbered from top to bottom, being the route number 1 the one on
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top and the route number 3 the one at the bottom in each box in the Table 5.1. Then, the

elements in the vector of individual X indicate which routes are selected. For instance, the

first element in the vector, which is a 1, indicates that for the connection between nodes 1

and 2 the first route is selected. Hence, the fifth element in the vector, which is a 3, indicates

that the third route was selected for the pair 2→ 3 (which has the fifth position in the table),

and so on.

Up to this point the application of our algorithm is the same for both cases, networks

with and without a wavelength conversion capability. The difference between both cases, as

mentioned in section 3.3, resides in how we quantify the NWR part of the objective function.

With full wavelength conversion a wavelength assignment is not necessary and the NWR is

obtained from Eq. (3.3). On the other hand, without a wavelength conversion capability, a

FF −MH algorithm explained in subsection 3.2.2 is used for the wavelength assignment and

the NWR is obtained from Eq. (3.4).

After we have selected and assigned routes and wavelengths, we use Eq. (3.1). For

simplicity, in the example we use a1 = a2 = 0.5 to determine the weighted sum of the NWR

and the APL, which give us the fitness of an individual.

As stated in section 3.3, the iterative process is repeated until the termination condition

is met.

Figure 3.2 schematically shows a comparison of results obtained from our DE-RWA

algorithm with a wavelength conversion capability and from a shortest path first-fit assignment

(SP/FF) algorithm on the NWR and APL values. Note that the SP/FF algorithm does not

have the ability to choose alternate routes. In our approach, the only solution of the SP/FF

algorithm would be represented as:

X = [1, 1, 1, 1, 1, 1, 1, 1, 1, 1] (3.16)

which indicates that only the shortest paths have been selected. On the contrary, after

applying our DE-RWA algorithm, the optimal solution obtained was the individual:

X = [1, 1, 1, 1, 1, 1, 1, 1,2, 1] (3.17)

which indicates that the second shortest path, between nodes (3,5) has been selected (e.g. k3→5
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is equal to 2). This solution represents a more efficient routing and wavelength assignment, as

it reduces the NWR by one wavelength, and obtains a better distribution of the traffic load

on the network, while only slightly increasing the APL. Figure 3.2 (a) is the result of the

SP/FF to the problem; the ring is marking the link between nodes 3 and 5 because that is the

one with the highest traffic (three wavelengths). Figure 3.2 (b) shows the new distribution

of wavelengths obtained with the DE-RWA algorithm, note that all links have at most two

wavelengths assigned to them. In this figure the rings show the new route that wavelength

number 3 in Figure 3.2 (b) takes, which reduces the NWR by one.
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Figure 3.2: (a) RWA based on Shortestpath/first-fit (SP/FF). (b) Best RWA based on our
approach.

Table 3.2 shows a numerical comparison of the NWR and the APL of the network

in Figure 3.1 when we use our DE-RWA algorithm against a SP/FF algorithm. It clearly

shows that the DE-RWA solution is superior to the one obtained by using SP/FF algorithm

regarding the NWR parameter, it also shows that the value obtained for the APL from the

two methods is not significantly different.

Table 3.2: DE-RWA vs. SP/FF results.

Algorithm APL NWR FitnessV alue

SP/FF 1.3 3 4.3

DE-RWA 1.4 2 3.4

3.5 Strategies to Improve the Efficiency of the Algorithm

We present two strategies to improve the efficiency of the algorithm: the introduction

of a new routing algorithm which computes shortest disjoint paths through the cut-set links
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and the use of a random −M parameter in the DE algorithm that improves the speed of

convergence. These strategies are explained in the next two subsections.

3.5.1 The Disjoint Cut-set Paths Algorithm

We noticed that the links that form the main cut-set in a network are of paramount

importance when distributing the traffic, and therefore one should be careful not to overload

these links in order to get a successful routing and wavelength assignment.

To implement the Disjoint Cut-Set Paths (DCS-P) algorithm we first find the cut-set

links using the algorithm in [128] and then by removing them we split the network into two

subnets as shown in Figure 3.3 where the NSFnet (National Science Foundation Network)

topology is divided in subnet 1 and subnet 2. We then apply the k-shortest paths [129] to

each subnet and store the routes.
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Figure 3.3: NSF network. (a) NSFnet topology and its main cut-set. 14 nodes, 21 links. (b)
Subnet 1. (c) Subnet 2.
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After this, we join the subnets and apply the Dijkstra’s shortest path algorithm to find

up to 4 shortest paths from nodes in subnet 1 to nodes in subnet 2. To do this, we first find

the first shortest path between a node in subnet 1 to a node in subnet 2 and we identify which

link of the cut-set was used, this link of the cut-set is removed from the topology and we

proceed to find the second shortest path. We continue with this procedure to find the 4 paths

from nodes in subnet 1 to nodes in subnet 2. Note that this specific network has 4 cut-set

links and therefore the maximum number of disjoint cut-set paths we can find is 4. Using

this methodology to obtain the paths we attain diversity in the routes that our DE-RWA

algorithm can consider to choose from to obtain the best combination.

To better explain our algorithm, Table 3.3 shows the paths found with our DCS-P al-

gorithm compared to the k-shortest path algorithm between nodes 6 and 13 (from subnets 1

and 2 respectively).

Table 3.3: DCS-P vs. k-shortest paths.

Disjoint Cut-Set Paths k-Shortest Paths (k = 5)

6→ 7→ 9→ 13 6→ 7→ 9→ 13
6→ 4→ 3→ 10→ 13 6→ 4→ 3→ 10→ 13
6→ 4→ 5→ 12→ 13 6→ 4→ 5→ 12→ 13

6→ 7→ 1→ 2→ 5→ 12→ 13 6→ 7→ 9→ 11→ 10→ 13
6→ 4→ 5→ 8→ 9→ 13

Although the first three paths are the same for both algorithms, path 4 of our algorithm

uses the link between nodes 2 and 5, which is a disjoint cut-set link path. On the other hand,

the k-shortest paths algorithm with k = 5 does not have a path that uses the link 2 → 5,

instead the algorithm calculates two different paths but repeats the link 7→ 9 in the fourth

path and 4→ 5 in the fifth path. Those links are already in paths 1 and 3 which reduce the

diversity of paths from where the algorithm can choose from. This was the main reason to

implement the DCS-P algorithm: it offers higher variety of routes and is relatively easy to

implement. It is important to note that if we increase the value of k, the k-shortest paths

algorithm will eventually find the fourth path (with link 2 → 5) obtained with the DCS-P

algorithm, but as we observe in the results, increasing the k value has a negative impact in

the convergence speed of the algorithm.

Also, notice that, even when the number of routes from one subnet to the other is limited

by the number of cut-set links in the network, the value of k must be specified to obtain the
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routes that will be generated within each subnet. A value of k close to the number of cut-set

links is a good choice.

3.5.2 The Random−M Mutation Parameter

After a series of preliminary tests we noted that the algorithm is very sensitive to the M

parameter, which, as explained before is a constant that controls the difference between two

individuals in the main DE operator. This parameter is also responsible for the exploration

and exploitation of the solution space. In preliminary tests we noticed that the convergence

of the algorithm was somewhat unstable depending on the value of M as follows: if we chose

an small value for M , in the range of [0− 0.2], the speed of convergence was high but it was

also more probable to fall into stagnation in a local optimum. On the other hand, if the value

of M was in the range of [0.6− 0.9] the convergence was slower.

To improve the convergence rate and avoid stagnation in some cases, we use a technique

inspired in the term dither [130] called the random−M parameter, which is a random number

(rand) that multiplies the constant M at each evaluation of Eq. (5.6). Eq. (3.18) shows how

the main operator changes with this addition:

mi = xr1 + rand ∗M(xr2 − xr3) (3.18)

where rand is a random number in the range of [0-1] that changes during the evolution process.

By multiplying M by rand we are randomly increasing or reducing its value, which allows

the algorithm to obtain benefits from both, a high convergence speed and a strong reduction

of the probability of stagnation.

Since dither is rotationally invariant and preserves the contour matching property this

diversity enhancing method should always be used [130]. After introducing rand, we observed

a substantial improvement in the convergence of our algorithm, as presented in the results

section.

3.6 Numerical Results and Discussion

We applied our DE-RWA algorithm to four real sized networks, NSFNet, EON (Euro-

pean Optical Network), USA and Japan networks. Their topologies, as well as their cut-sets
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to determine the NWR’s lower bound, are presented in Figures 3.3 (a), 3.4, 3.5 and 3.6

respectively.

To determine the performance measures of the proposed algorithm, lower bounds for

the NWR as well as the APL of subsection 3.2.3 have been used. These lower bounds are

theoretical bounds and may not be simultaneously achievable.

For the results presented in this section, we assume a uniform traffic demand, where all

node pairs are assigned a lightpath consisting of a physical path and a unique wavelength for

the case of not using wavelength conversion.
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Figure 3.4: EON topology and its main cut-set. 19 nodes, 39 links.
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Figure 3.5: USA network topology and its main cut-set. 40 nodes, 58 links.
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Figure 3.6: Japan network topology and its main cut-set. 40 nodes, 65 links.

It is worth noting that the DE-RWA algorithm requires the manipulation of few control

parameters (NP,M,RC). In our application these parameters have a wide impact on the

quality of the solutions. Therefore, we believe it is important to present an analysis on their

effects. We concentrated our analysis in the 40-nodes USA network (Figure 3.5), because this

network has the benefit of being complex enough to show the advantages of the DE-RWA

algorithm.

For parametric analysis the weights of the objective function (Eq. (3.1)) a1 and a2 have

been set to 0.5. The values of n1 and n2 for this network (USA) are obtained according to

equations (5.4) and (5.5) in section 5.2.2, obtaining n1 = 319 and n2 = 7.5167. We use our

DCS-P algorithm an set the value of k = 4 for the subnets. The values of the other parameters

when doing parameter tuning are presented in their respective figures.

First, we present the parameters behavior when the network does not have a wavelength

conversion capability. Figure 3.7 shows the best fitness value (Eq. (3.1)) against the number

of generations, when varying the NP factor (population size). It is clear that the NP factor

does not present a very marked impact on the speed of convergence, however with NP = 25

the algorithm presents a stagnation in a local optimum, therefore selecting a small NP value

can lead to stagnation and hence to a non-optimal solutions, but at the same time a large

NP requires more computation time. According to Figure 3.7 a NP value of 100 is suitable

for this network.
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Figure 3.7: Best fitness value against number of iterations with RC = 0.5 and M = 0.2 for
USA Network.

Figure 3.8 shows the impact of the M parameter. Note that, as previously mentioned,

this parameter has a high impact on the speed of convergence or alternatively on the possibility

of stagnation in local optimum, depending on the range of its value. Curves show that for

values M = 0.2 and 0.5 the convergence speed and the quality of solution is better than for

values of M = 0.9 and 0.7 after 200 iterations. Therefore we conclude that a value of M = 0.2

is suitable for our application.
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Figure 3.8: Best fitness value against number of iterations with RC = 0.5 and NP = 40 for
USA Network.

Figure 3.9 presents results for the RC parameter. We found two cases of stagnation

when RC = 0.9 and RC = 0.7. Note that a very small value of RC = 0.2 requires more

generations to converge, therefore we conclude that a mean value of RC = 0.5 is the most
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suitable for this application.
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Figure 3.9: Best fitness value against number of iterations with M = 0.2 and NP = 40 for
USA Network.

After doing the same parametric analysis for the case when the network has a wavelength

conversion capability, we conclude that the selection of the algorithm’s parameters affects the

solution procedure similarly when a wavelength conversion capability exists or not, neverthe-

less a careful selection of these values should be made, rendering an analysis of the parameters

as very important. This analysis can be done through preliminary tests on the network.
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Figure 3.10: Number of iterations vs. best fitness value with RC = 0.5, M = 0.2 and NP = 40
for USA Network.

We also studied the effect of the k parameter, which determines the number of paths

between nodes (in the k-shortest paths algorithm). This parameter has a direct relation to

the solution space, since the solution space becomes larger as k increases, even when the
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dimension of the problem D remains the same. Figure 3.10 shows the variation of fitness

when the parameter k is modified. Notice that an increase in the value of k causes a decrease

in the convergence rate, which makes sense given that the solution space increases as well, and

the search for the global optimum requires more effort. Another important issue is that when

the value of k is increased, to for example above 10, the quality of the solutions decreases,

which indicates that the value of k should not be increased excessively. A set of preliminary

tests, according to the networks size, is advisable to set an acceptable value for k.

However it is important to note that by using our DCS-P algorithm we avoid having to

select a value for k, since the number of paths directly depends on the number of cut-set links

in the network. We only set this k value for the routes within subnets.

Figure 3.11 present results comparing the best fitness value when the DCS-P algorithm

is used and when it is not for the USA network. Figure 3.11 shows that the DCS-P algorithm

outperforms k-shortest paths when k = 8.
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Figure 3.11: Comparison between k-shortest paths with k = 8 and DCS-P for USA Network.

Similarly, Figure 3.12 present results comparing the best fitness value when random-M

parameter is used and when it is not. The weights a1 and a2 were fixed to 0.5, n1 = 319 and

n2 = 7.5167 and k = 6 for each subnet. We noticed that when the random−M parameter is

used, the fitness value exceeds the one obtained when a fixed value of M = 0.2 is considered.

Specifically, we observed that when using the random −M parameter, the lower bound for

the NWR is reached (equal to 107 wavelengths) opposed to a NWR equal to 109 wavelengths

when the value of M = 0.2 is fixed (in a simulation run of 900 iterations).

After performing the parameter tuning and having showed the importance of the DCS-P
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Figure 3.12: Comparison between fix −M and random −M parameter for USA network
without a wavelength conversion capability.

algorithm, and the random−M parameter we present an analysis on the weights a1 and a2 in

the objective function, and how this values affect the convergence speed to the optimal NWR

or APL values. Our main interest in this work is to minimize the NWR value, however, we

also wish to reduce the APL in as much as possible. For this, we have performed an analysis

varying a1 from 0 to 1 in increments of 0.1, while at the same time varying the value of a2

from 1 to 0. The results presented are the average of three independent tests with every pair

of a1 and a2 values.

Figure 3.13 shows the NWR and APL values obtained. We can see that when a1 = 0

and a2 = 1 the algorithm minimizes the APL, as it should since the NWR does not appear in

the objective function, and when a1 = 1 and a2 = 0 the algorithm minimizes the NWR. From

our analysis we observed that values of a1 = 0.5 and a2 = 0.5 render the best performance

in the objective function since the NWRlb is reached and at the same time the APL value

obtained is relatively low.

Table 3.4 shows the NWR, APLhops and APLdist lower bounds of the analized topolo-

gies. It presents also the values of the normalizing constants n1 and n2 for each network.

Table 3.4: Summary of the lower bounds.

Network NWR APLhops APLdist n1 n2hops n2dist
NSFNet 13 2.1429 2264.8 49 4.4066 4592.4

EON 17 2.2047 1851.9 34 3.1988 2452.7

USA 107 4.2859 2648.5 319 7.5166 4719.8

Japon 134 4.4731 330.93 400 6.6231 464.39
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Figure 3.13: NWR vs. APL points obtained varying the weights a1 and a2 on the USA
network.

Tables 3.5 and 3.6 summarize the best results obtained with our algorithm, considering

networks without wavelength conversion capability and with wavelength conversion capability

respectively. Results are for uniform traffic of one lightpath between all node pairs, this in

view of being able to compare against the APLlb and NWRlb obtained as explained in Section

3.2.3 and presented in Table 3.4. Columns Shortest−path and DE−RWA of Tables 3.5 and

3.6 show the APL and NWR values obtained when using a shortest-paths without any kind

of optimization and these same values obtained with our algorithm respectively. I − reach is

the iteration number in which the best value reported was obtained.

The parameter values considered for Table 3.5 and 3.6 are: ramdon − M = 0.2 and

CR = 0.5. The population size NP is specified below the name of each network on the tables.

The weights a1 and a2 have been set to 0.5 and the normalizing constants n1 and n2 for

each network are specified in Table 3.4. Also, the pre-calculated set of paths were obtained

with our DCS-P algorithm not only based on hops +dist(s, d)/largenumber, but also based

on distances (both cases presented in Tables 3.5 and 3.6). This shows that our algorithm is

versatile enough to be used to minimize the APL based on distances as well.

We can see from table 3.5 that under the assumption of no conversion capability in the

network, our DE-RWA algorithm reaches the lower bounds (explained in subsection 3.2.3) for

the NWR not only for small networks, but also for larger and more complex networks like

USA and Japan (65 and 58 links respectively), with 40 nodes each. This is an important

result since indicates that our algorithm obtains the minimum NWR value without the use
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Table 3.5: Summary of the best DE-RWA results without a wavelength conversion capability
based on hops and distances.

Shortest-paths DE-RWA

Network Type APL NWR APL NWR I-reach

NSFNet hops: 2.1429 16 2.2418 13 76
NP = 40 dist: 2264.8 21 2435.6 13 94

EON hops: 2.2047 22 2.3158 17 98
NP = 25 dist: 1851.9 22 1950.3 18 94

USA hops: 4.2859 157 4.5936 107 897
NP = 150 dist: 2648.5 157 2924.5 107 888

Japon hops: 4.4731 192 4.6423 134 866
NP = 120 dist: 330.93 174 341.59 134 873

Table 3.6: Summary of the best DE-RWA results with a wavelength conversion capability based
on hops and distances.

Shortest-paths DE-RWA

Network Type APL NWR APL NWR I-reach

NSFNet hops: 2.1429 16 2.2418 13 82
NP = 40 dist: 2264.8 21 2389.5 13 91

EON hops: 2.2047 22 2.2865 17 129
NP = 25 dist: 1851.9 31 1996.8 17 87

USA hops: 4.2859 144 4.4962 107 847
NP = 150 dist: 2648.5 157 2830.9 107 891

Japon hops: 4.4731 192 4.6321 134 770
NP = 120 dist: 330.93 174 339.46 134 808

of wavelength converters in the network, which can significantly reduce its cost. At the same

time, the value of APL is very much acceptable with respect to its lower bound.

To assess the degree of the quality solutions of our DE-RWA, we present a comparison of

our results to those reported in [68] and [69], in which two PSO algorithms are used, for the

9-nodes (fig. 3.14) [69], NSFNet (fig. 4.1(a)) and a 20-nodes EON (fig. 3.15) [131] topologies.
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Figure 3.14: Nine node topology.
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Figure 3.15: 20 Nodes EON topology.

The two PSO algorithms from [68, 69] have been modeled to minimize the NWR and

APL, as in this DE-RWA approach. Table 3.7 shows the Swarm Size (SS) and the Neigh-

borhood Size (NS) used by the PSO approaches as well as the NP used by DE-RWA for

the different networks used in the comparison, and are presented as information. Weights

a1 and a2 are set to equal to 1 and the normalizing constants are removed as in [68, 69].

We have used the parameter values obtained from the parametric analysis (CR = 0.5 and

random −M = 0.2), and we have used the routes obtained with our DCS-P algorithm with

k = 3 for the subnets, except for the network with 9 nodes in which we have used a k-shortest

path directly with k = 3 because it is a network in which the cut-set is not unique.

Table 3.7: Swarm Size (SS), Neighborhood Size (NS) and Population Size (NP ) for PSO
and DE-RWA algorithms.

Networks
PSO [68] PSO [69] DE −RWA
SS NS SS NS NP

Nine Nodes Networks 10 5 10 3 30

NSFnet 25 10 14 3 30

EON, 20N 30 10 20 3 30

Moreover, the results presented in [68] were carried out on a 3.0GHz, Pentium4 PC and

the time taken to produce their solutions was approximately 15 seconds for 100 iterations.

Instead, our simulations were carried out on a 2.35 GHz, Pentium R Dual-Core. The time

taken to evaluate 100 iterations was approximately 10 seconds for the NSFnet and 23 seconds
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for the EON.

Table 3.8 presents a comparison of our results to those reported in [68] and [69]. Columns

I − reached show the iteration in which the algorithms achieve their best value. Note that

DE-RWA achieves a better NWR for the 9 node network and a slightly better APL for the

other networks compared to the results of [68, 69]. In addition, the time taken to evaluate

just 100 iteration in [68] was approximately 15 seconds (they not specified for which network)

whereas in our approach we need less than 100 iterations to get the best solution, and the time

taken to evaluate 100 iterations for the NSFnet and EON is 10 and 23 seconds respectively.

Table 3.8: DE-RWA vs. PSO results.

Networks 9N, 12E NSFnet EON

Lower APL 2 2.14 2.36
Bounds NWR 6 13 18

APL 2 2.32 2.5
DE-RWA NWR 6 13 18

I-reached 35 67 95

APL 2.02 2.54 2.86
PSO [68] NWR 7 13 18

I-reache 4280 9299 4797

APL 2.05 2.39 2.77
PSO [69] NWR 7 13 18

I-reached 2993 3640 11238

Similarly, we compared our algorithm against a genetic algorithm (GA) proposed in [67].

The parameters used for both algorithms are given in Table 3.9. We use the same number of

iterations and presents results for different (s, d) pairs-connections for all the networks.

Table 3.9: GA and DE-RWA Parameters.

GA [67] DE-RWA

Population size 200 NP 30

Crossover probability 0.01 CR 0.5

Mutation probability 1/no. of bits rand−M 0.2

Iterations 100 Gen 100

Table 3.10 presents the comparison of our DE-RWA against the GA for the NSFnet and

EON networks presented in [67]. The 20 links NSFnet topology from [67] is similar to Fig.

4.1(a) but without the link 12 → 13. The 18 Nodes 33 Links EON topology is presented in

Fig. 3.16.
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Figure 3.16: 18 Nodes, 33 Links, EON topology.

Values for the weights and constants are as follows: a1 = 0.6, a2 = 04, n1 = 49,

n2 = 4.8022 for NSFNet and a1 = 0.2, a2 = 0.8, n1 = 32, n2 = 3.3464 for EON. We ran the

simulations for 20, 40, 60, 80 and 100 connections. We created 10 random independent trials

for each connection (s, d) presented in the table to show an average value as well as the best

value. Column (s, d)pairs is the number of random generated connections, column FF is the

number of wavelengths when the first-fit algorithm is used and is presented as information.

Column GA is the result obtained in [67]. DEbest is the best result from the 10 random

independent runs while DEprom is the average obtained from those runs.

Table 3.10: DE-RWA vs. GA and First-Fit results.

Networks [67] (s, d)pairs FF GA DEbest DEprom

20 6 5 3 3.9
NSFnet 40 11 9 6 6.9

14 Nodes 60 21 14 8 9.3
20 Links 80 31 23 12 12.1

100 41 23 14 15.8

20 5 4 2 3.2
EON 40 9 6 5 5.8

18 Nodes 60 13 10 7 7.7
33 Links 80 15 11 8 9.7

100 18 11 10 11.2

Table 3.10 shows the NWR obtained from the different algorithms when setting up

different (s, d) pair requests. For the NSFNet and EON, the DE-RWA algorithm best result
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obtains a better NWR in all cases. As the random creation of virtual topologies has an

impact in the wavelength distribution, we have also presented the average value obtained

when considering 10 random independent topologies, we can notice that even when the result

is not always the same, in average, the value of the NWR obtained with our algorithm is

better for practically all cases (except for the case of 100 connections in the EON network)

compared to the one obtained by GA, showing our algorithms ability to cope with random

generated connections.

3.7 Conclusions

In this chapter we propose the application of a differential evolution (DE) algorithm to

the RWA problem. We confirm the effective capabilities in terms of convergence speed and

quality of the solutions obtained, minimizing the NWR as well as the APL. We present an

illustrative experiment to demonstrate the methodology of our DE-RWA. Despite the solutions

are somewhat sensible to variations of the DE-RWA algorithm parameters, the computed

results show that a good combination of these parameters leads to a system performance’s

improvement and to a superior convergence speed. In addition, we have developed strategies

that improve the performance of the algorithm for this particular application. Results show

that by introducing the random −M parameter and the disjoint cut-set links paths leads

to an improvement in convergence and quality of the solutions making the algorithm more

robust. When the network does not have a wavelength conversion capability, results indicate

that for networks with up to 40 nodes, the DE-RWA algorithm obtains results that equal

the NWR lower bound. For networks with a wavelength conversion capability all the NWR

lower bounds were reached and the APL is improved with our DE-RWA algorithm compared

with the case of networks without wavelength conversion capability, however this wavelength

conversion capability implies a higher investment in the networks having to be equipped

with wavelength converters. We have provided a practical DE model to solve the RWA

problem that is simple to implement and could also be extended by adding other features in

the objective function. As further work we propose to investigate the use of the DE-RWA

algorithm including other features, such as impairment-aware, energy efficient, survivability,

among others in optical networks and the use of intensification procedures like path-relinking

to perform local search.
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Chapter 4

DE APPLIED TO THE SURVIVABLE VTM PROBLEM

In IP-over-WDM networks, a virtual topology is placed over the physical topology of the

optical network. Given that a simple link failure or a node failure on the physical topology

can cause a significant loss of information, an important challenge is to make the routing

of the virtual topology on to the physical topology survivable. This problem is known as

survivable virtual topology mapping (SVTM) and is known to be an NP-complete problem.

So far, this problem has been optimally solved for small instances by the application of in-

teger linear programming and has been sub-optimally solved for more realistic instances by

heuristic strategies such as ant colony optimization, and genetic algorithms. In this chapter

we introduce the application of differential evolution (DE) to solve the SVTM problem and

enhancements based on DE are proposed as well. Three algorithms based on DE are devel-

oped. The enhanced variants have better convergence rate, get better quality of solutions and

require few control parameters. We present the impact of these parameters on the system’s

performance improvement. Algorithms are evaluated in different test bench optical networks,

as NSFnet and USA, demonstrating that the enhanced DE algorithm overcomes the other

two, for small instances. The three algorithms reach a 100% survivable mapping for small

instances. The three algorithms also find positive survivable mappings and reduce the net-

work wavelength links (NWL). Results show the effectiveness and efficiency of the proposed

algorithms.

4.1 Introduction

Nowadays it is evident that telecommunications are developing almost exponentially

worldwide in response to the ever-increasing bandwidth demand and transmission distances
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required in communication networks. The systems fit to cope with this exponential growth

are led by optical systems using wavelength division multiplexing (WDM) technology.

In WDM networks the high bandwidth capacity can be divided into some non-overlapping

channels operating at a different wavelength; through which the upper layers (IP, Ethernet,

etc.) can transmit data [77]. Since every physical fiber link carries a huge amount of data, a

simple link failure or a node failure, can cause a significant loss of information.

In view of this, optical networks have to be designed insuring their resilience in case of

failures to avoid this loss of information. In this scenario, survivability, i.e. the ability of

a network to withstand and recover from failures or attacks, is one of the most important

requirements in today’s networks. Its importance is magnified in fiber optic networks with

throughputs in the order of gigabits and terabits per second [13].

More specifically, in IP-over-WDM networks, a virtual topology is placed over the phys-

ical topology of the optical network. The virtual topology consists of virtual links which are

in fact the lightpaths in the physical topology. There are two main approaches to protect the

IP-over-WDM networks: WDM protection level and IP restoration level [26]. In WDM pro-

tection level, backup paths for the virtual topology are reserved; this provides faster recovery

for time-critical applications but is less resource efficient since the resources are reserved with-

out knowledge of the failure. In IP restoration level, failures are detected by the IP routers,

which adapt their routing tables and therefore no action is taken at the optical layer.

Considering the IP restoration level scenario, an important challenge is to make the

routing of the virtual topology on to the physical topology survivable. Each virtual link (IP

link) should be mapped on the physical topology as a lightpath, and usually a fiber physical

link is used for more than one lightpath. Therefore a single failure of a physical link can

disconnect more than one IP link in the virtual topology. To achieve the IP restoration level

the virtual topology needs to remain connected after a failure occurs. Failures can be of many

types: node failure, link failure or multiple link failures. In order to call a mapping survivable,

we need to specify the type of failure that it has to survive. A single link failure is one of the

most common failures in optical networks [132]. The problem of routing virtual links into a

physical topology in such a way that the virtual topology (lightpaths set up on the physical

network) remains connected after a physical link failure occurs is known as the Survivable

Virtual Topology Mapping (SVTM) problem. This combinatorial problem is NP-complete [7].
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The importance of the SVTM problem can be assessed by the number of approaches

proposed in the literature to obtain optimal solutions for small instances and sub-optimal

solutions for more realistic cases. Integer linear programming (ILP) models [7, 81] have been

successfully used to solve the SVTM problem in small optical networks. However, as the

network’s size increases so does the dimension of the ILP model, whose solution typically

requires an extensive computation effort (and execution time) which renders them impractical

for medium to large scale networks. Therefore, different heuristic-based algorithms have

been proposed. Among them are the evolutionary algorithms (EA), ant colony optimization

(ACO), etc. Ducatell and Gambardela [79] present a local search algorithm which can provide

survivable routing in the presence of physical link failures. Their algorithm can easily be

extended for the cases of node failures and multiple simultaneous link failures. Another

approach is presented by Kurant and Thiaran [78], in which the problem or task is divided

into a set of independent and simple subtasks. The combination of solutions of these subtasks

is a survivable mapping. Finally, nature-inspired heuristics have been used to solve the SVTM.

Ergin et al. [82] and Kaldirim et al. [77] present an efficient EA and a suitable ACO algorithm

respectively to find a survivable mapping of a given virtual topology while minimizing the

resource usage. In [133] a comparison between both algorithms, ACO and EA, is presented.

Differential evolution (DE) is a very simple but very powerful stochastic global optimizer

for a continuous search domain. It was proposed by Storn and Price [14], to represent a

very complex process of evolution. Intelligently using the differences between populations (a

population is a set of candidate solutions) and with the manipulation of few control param-

eters, they created a simple but fast linear operator called differentiation, which makes DE

unique. Additionally, studies show that DE in many instances outperforms other evolutionary

algorithms [10, 21, 126]. More specifically DE exploits a population of potential solutions to

effectively probe the search space. The algorithm is initialized with a population of random

candidate solutions, conceptualized as individuals. For each individual in the population, a

descendant is created from three parents. One parent, the main, is disturbed by the vector of

the difference of the other two parents. If the descendant has a better performance resulting in

the objective function, it replaces the individual. Otherwise, the individual is retained and is

passed onto the next generation of the algorithm. This process is repeated until it reaches the

termination condition. A complete theoretical analysis of the algorithm is presented in [14].
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In this chapter we study the application of a differential evolution (DE) algorithm to the

SVTM problem. This paper extends the results of a former work [18]. In [18] a simple example

on how to apply DE to the SVTM problem was presented for a small network. With respect

to that former work, in this paper three algorithms based on DE are presented, two basic

algorithms named BI-DE-VTM and BII-DE-VTM, and an enhanced one named E-DE-VTM.

A careful analysis on the impact of DE parameters was carried out. Then, results are presented

for networks with up to 40 nodes, showing that the three algorithms reach a 100% survivable

mapping for small instances. The three algorithms find positive survivable mappings and

reduce the network wavelength links (NWL). Moreover, the enhanced algorithm E-DE-VTM

overcomes the other two, for small instances. To the best of our knowledge, our work is the

first application of a DE algorithm to the SVTM problem.

The chapter layout is as follows, the SVTM problem formulation is introduced in Sect.

4.2. The proposed search algorithm is discussed in Sect. 4.3. Section 4.4 introduces the

modification to the basic DE algorithm BI-DE-VTM in order to create BII-DE-VTM and

E-DE-VTM algorithms. Sect. 4.5 presents and explains an illustrative example of the BI-

DE-VTM. Parameter tuning and results are then presented in Sect. 4.6, and conclusions are

addressed in Sect. 4.7.

4.2 Problem Formulation

The physical network is modelled as an undirected graph Gp = (Vp, Ep), where Vp is the

set of physical nodes numbered {1, 2, ..., |Vp|}, and Ep is the set of physical links {epi,j , i, j ∈ Vp}

with cardinality |Ep|. In a similar way, the virtual topology is modelled as an undirected

graph Gv = (Vv, Ev) in which Vv is a subset of Vp, and Ev is a set of virtual links representing

lightpaths on the physical topology.

In the physical topology, epi,j is in Ep if there is a link between nodes i and j. On the

other hand, the virtual topology has a set of edges (lightpaths) Ev, where an edge evs,d exists

in Ev if both nodes s and d are in Vv and there is a lightpath between them.

There is not a SVTM that protects the network against all component failures, therefore

we need to define what kind of failure our network is able to survive, i.e. single link failures,

node failure, multiple link failure, etc. Our analysis considers single link failure which is one

of the most common in optical networks [132] and it is also less cumbersome to analyze.
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To illustrate the SVTM, consider the physical topology (WDM network) presented in

Fig. 4.1(a). Figure 4.1(b) presents a virtual topology with virtual links ev1,3, e
v
3,4, e

v
4,5, e

v
2,5 and

ev1,2, which in fact are lightpaths (IP links) that need to be mapped on the WDM network.

Figure 4.1(c) presents a SVTM against a single link failure. Observe that a single link failure

disconnects at most one virtual link of the virtual topology, so the virtual topology remains

connected achieving the IP restoration level. To show a not survivable mapping, in Fig.

4.1(d) we have routed the lightpath ev2,5 through the physical links ep2,4 and ep4,5. It can be

seen that a failure in the physical link ep4,5 disconnects the virtual links ev2,5 and ev4,5 of the

virtual topology (dotted lines in Fig. 4.1(b)), leaving the virtual node 5 isolated in the virtual

topology, which clearly indicates that the mapping is not survivable.

Lightpaths can be mapped taking into account different metrics along with the require-

ment of survivable mapping, such as the reduction of wavelengths to connect the lightpaths,

or the number of wavelength links. Based on the ILP formulations previously done in [7],

we have chosen to reduce the number of wavelength links (NWL), since this metric gives a
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Figure 4.1: Illustrative survivable and unsurvivable virtual topology mapping for a simple 5-
nodes network. (a) Physical topology. (b) Virtual topology. (c) Survivable mapping. (d)
Unsurvivable mapping. Solid arrows in Figs. 4.1(c) and 4.1(d) represent virtual links mapped
onto the physical topology.
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better idea of the use of the resources in the network.

A wavelength link is defined as a physical link that a lightpath traverses in the virtual

topology. The NWL is defined as:

NWL =
∑

lps,d ∀s 6= d ∈ Vv (4.1)

where lps,d is the length of the path in number of hops that connects nodes (s, d) in the virtual

topology.

4.3 Differential Evolution (DE) Algorithm

We applied the DE algorithm to find a SVTM in the network. As mentioned before, DE

algorithm uses a population (Pop) of individuals and iterates by creating new populations until

an optimal or near optimal solution is obtained. The individuals represent specific solutions

to the problem, so that, an encoding that is well-suit to it is necessary. Our approach, inspired

in [67], assumes that a set of paths to meet demand is available. Therefore, in an initialization

step we calculate k paths between all pairs of nodes, using the k-shortest paths algorithm [129].

The pre-calculation of paths could be based on hops or distance. For simplicity, the paths are

pre-calculated based on hops and are considered to be bidirectional.

To encode our individuals we generate a vector of dimension D, for example:

X = [k1→2, k1→3, k1→4, ..., kN−1→N ] (4.2)

where D is equal to the number of virtual links (lightpaths connections) between virtual nodes

in the virtual network, N is the number of virtual nodes (i.e. N = |Vv|) and ki→j represents

the selection of an available path between nodes i and j. Each virtual link is assigned a

position in the individual, starting with virtual link ev1,2 (if it exists), and proceeds (in a row

major order) to virtual link evN−1,N .

DE algorithms are run for a limited number of iterations (generations). At the beginning

of the algorithm, assuming we do not have information about the optimum, the initial popula-

tion is created randomly. DE employs repeated cycles of recombination and selection to guide

the population towards the vicinity of a global optimum. We apply the probability operators

which are crossing and mutation to each individual in a population to obtain new individuals
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(children). These new individuals have some properties of their ancestors. These ancestors

are kept or deleted by selection. The term generation is used to designate the conversion of

all individuals into new ones, i.e. to move from one population to another.

DE has three crucial control parameters: the mutation constant (M), which controls the

mutation strength, the recombination constant (RC) to increase the diversity in the mutation

process and the population size (NP ). Throughout the execution process, the user defines M

and RC values in the range of [0,1], and the Pop size NP .

At each generation, all individuals in the Pop are evaluated in turn, the individual being

evaluated is called the target vector. For each target vector xi, i = 1, . . . , NP, a mutant

individual mi is generated according to:

mi = xr1 +M ∗ (xr2 − xr3) (4.3)

where xr1, xr2, xr3 ∈ Pop: xr1 6= xr2 6= xr3 6= xi. xr1, xr2 and xr3 are three random individuals

from the Pop, mutually different and also different from the current target vector xi, and the

mutation constant M is a scaling factor in the range of [0, 1]. The M operator is used to

control the magnitude of the difference between two individuals in Eq. (5.6). This operator

allows us to manage the trade-off between exploitation and exploration in the search process.

Note from Eq. (5.6), that the elements of mi could be non-integer values. For this reason,

the round operation is applied to all elements of mi to guarantee integer values.

Then, the recombination operator RC is applied to increase the diversity in the mutation

process. This operator is the last step in the creation of the trial vector ti. To create the trial

vector, the mutant individual, mi, is combined with the current target vector xi. Particularly,

for each component j, where j = {1, 2, . . . , D}, we choose the jth element of the mi with

probability RC, otherwise from the xi. If we choose a random number rand in the [0, 1]

interval, then the ti is created as follows:

ti,j =

 mi,j if rand < RC

xi,j otherwise
(4.4)

After we create the trial vector ti, it is necessary to verify the boundary constraints of

each element of ti to avoid creating an infeasible solution. This could happen because any

jth element created by Eq. (5.6) that is not in the allowed range of the specification of a
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problem has an RC probability of being selected. If any element of the trial vector violates

the constraints it is replaced with a random number in the allowed range.

Finally, the selection operator is applied; this operator is a simple rule of elitist selection

of the vectors that improve the objective function. This is done by comparing the fitness

between the trial vector and the target vector in the objective function using:

popk =

 ti if f(ti) < f(xi)

xi otherwise
(4.5)

where popk is the population of the next generation, that changes by accepting or rejecting

new individuals. The best individual in the population and the global best individual are

kept at the end of each generation, to keep track of the best solution found so far.

4.3.1 Fitness of an Individual

Our objective is to minimize the NWL (Eq. (4.1)), which means that the length of the

chosen paths must be as short as possible while considering the survivability requirement.

This objective is used to evaluate the fitness of an individual. We include penalties in the

objective function when the survivability requirement is not met. To count the penalties

added to a solution, we erase each physical link one by one and count how many of these

removed links disconnect the virtual topology. According to this, the fitness of an individual

is given by:

Fitness = NWL+ w ∗ p (4.6)

Where NWL is the sum of the paths’s length, p is the number of links which disconnects

the virtual network and w is a weighted factor multiplying p.

4.3.2 Pseudocode of the DE Algorithm

Under these considerations a pseudocode of the basic DE algorithm BI-DE-VTM is

presented in algorithm 9:
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Algorithm 7 BI-DE-VTM pseudocode

Set the control parameters M , RC and NP .
Create an initial Pop.
Evaluate the fitness of every individual.
repeat

for each individual x ∈ Pop do
Select three individuals from Pop.
Apply mutation Eq. (5.6).
Apply round operation over the mutant individual.
Apply recombination Eq. (5.7).
Verify boundary constraints.
if Boundary constraints are violated then

modify the infeasible elements.
end if
Apply selection operator Eq. (5.8).
Update Pop.

end for
until a satisfactory solution is obtained or a computational limit is exceeded.

4.4 Two Enhanced DE-VTM Algorithms

We develop two modifications of the DE-VTM algorithm that make it more efficient

and robust. We refer to the application of the algorithm without any modification as basic

DE algorithm BI-DE-VTM. The two algorithms that we propose, which are modifications of

the BI-DE-VTM are called BII-DE-VTM and enhanced DE algorithm E-DE-VTM, both are

explained in Sects. 4.4.1 and 4.4.2 respectively.

4.4.1 BII-DE-VTM Algorithm

In this algorithm we define a variation of the DE algorithm’s main operator that will

suit our purpose better. In Eq. (5.6), the new mutant individual is created over a continuous

space based only in the addition of the scaled difference between two individuals to another

one (xr1+M ∗(xr2−xr3)). We observed that the “arithmetic operation” may lead to infeasible

solutions and the single operator “+” limits the diversity of the new possible mutant vector.

So we redefine Eq. (5.6) as follows:

mi = bxr1 ±M ∗ (xr2 − xr3)c (4.7)

Given the nature of the problem and the allowed range of elements of mi (i.e. in the
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range of [1−k]), if we just used the operator “+”, then when the scale difference between xr2

and xr3 is positive and xr1 has a big value (near k), the result of the mutant operation may

lead to an infeasible element in mi. On the contrary, if in the same case we use the operator

“-”, it is more probably that a feasible element will be obtained. That is the reason why the

operator “±” could lead to more diversity in the creation process. The use of either the “+”

or the “-” operator is decided randomly for simplicity.

4.4.2 E-DE-VTM Algorithm

In this algorithm we use some features of the VTM problem. Specifically, we modified

the BI-DE-VTM to obtain shorter paths and achieve a lower NWL.

First, we have made a slight modification to the main operator of the classic DE:

mi = bxr1 ±M ∗ |(xr2 − xr3)|c (4.8)

By introducing the absolute value in the difference |(x2 − x3)| we limit the outcome

of this difference to positive numbers. Then from Eq. (4.7) it is clear that we can get two

possible individuals depending on which operator we use. For instance, if mi
o1 is the mutant

individual obtained with the “+” operator and mi
o2 is the one obtained with the “-” operator,

then:

mi
o1 = bxr1 +M ∗ |(xr2 − xr3)|c (4.9)

mi
o2 = bxr1 −M ∗ |(xr2 − xr3)|c (4.10)

We noticed that mi is statistically related to the hop length of the path; the shorter the

value of mi the shorter the length of the path. Instead of randomly choosing between these

two mutant individuals, as we do in BII-DE-VTM, we calculate a probability that reflects the

length of the path each represented as: h1 = 1/mi
o1 and h2 = 1/mi

o2, where h1 and h2 are

the probabilities for individuals mi
o1 and mi

o2 respectively. The individual that represents a

shortest path accounts for higher probability and is, therefore, preferred over the others, as it

improves the NWL.

For the second and third modifications of the original algorithm, we need an array of
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costs (measured as number of hops) of each pre-calculated path between nodes. For instance,

let’s say we have an array Kcost of dimension NxN . Kcost(i,j) will have a vector of dimension

k (number of pre-calculated paths) with the costs of those pre-calculated paths between nodes

(i, j). This is:

Kcost(i,j) = [costK1 , costK2 , ..., costKk
] (4.11)

With this information, the second modification is done if boundary constraints are vio-

lated. Instead of randomly generating a path, we can calculate probabilities for the feasible

paths. Suppose that we have k paths available for every pair of nodes. Then, we will have

an available vector Kcost(i,j) = [costK1costK2 ...costKk
], representing the cost of the k shortest

path between nodes (i, j). If we compute the reciprocal of the elements in Kcost(i,j), we get

different probabilities for every shortest path based on their lengths. By using these proba-

bilities to select the elements that will replace those that are unfeasible, the shorter paths are

more likely to be chosen.

The third modification is included to avoid stagnation, by preventing the creation of an

individual that already exists. If we detect that an identical individual has been created, we

randomly choose one of its elements and modify this single element by using the method of

probabilities based on costs as explained before.

By including these three simple modifications the algorithm becomes more efficient and

robust, as we will show in the results section. A pseudocode including these three modifications

is presented in algorithm 8.

4.5 DE for the Survivable VTM Problem

We present an illustrative example of our BI-DE-VTM algorithm, using the simple phys-

ical network of five nodes shown in Fig. 4.1(a), and the virtual topology from Fig. 4.1(b).

As mentioned in Sect. 4.3, our approach assumes that a set of pre-calculated paths is

available. In an initialization step, we calculate k shortest paths between all pairs of nodes.

Table 5.1 shows k = 4 shortest paths for the 5-node network.

Now, each virtual link from Fig. 4.1(b) must be represented with an element of an

individual in DE. So, with a row major order, for this illustrative example an individual
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Algorithm 8 E-DE-VTM Pseudocode

Set the control parameters M , RC and NP
Create an initial Pop.
Evaluate the fitness of every individual.
repeat

for each individual x ∈ Pop do
Select three individuals from Pop.
Apply mutation Eq. (4.8).
Apply recombination using probabilities based on length of the paths Eq. (5.7).
Verify boundary constraints.
if Boundary constraints are violated then

modify the infeasible elements using probabilities based on length of the paths.
end if
while Individual is not different from the rest do

modify one random element using probabilities based on length of the paths.
end while
Apply selection operator Eq. (5.8).
Update Pop.

end for
until a satisfactory solution is obtained or a computational limit is exceeded.

will have the form of X = [k1→2, k1→3, k2→5, k3→4, k4→5], representing selected routes for the

virtual topology. Now, as stated in algorithm 9, we first set the control parameters. For this

illustrative example the values are set to NP = 5, M = 0.2 and CR = 0.5. Then, an initial

random population is created and the fitness of each particle is calculated as:

pop =



x1 = [4, 3, 1, 3, 2] fitness = 213

x2 = [4, 1, 2, 1, 4] fitness = 162

x3 = [1, 4, 3, 2, 3] fitness = 263

x4 = [3, 3, 2, 1, 1] fitness = 110

x5 = [3, 2, 4, 1, 3] fitness = 312

(4.12)

To explain how the fitness of each individual is calculated, consider the individual x4:

x4 = [3, 3, 2, 1, 1] (4.13)

The elements in the vector of individual x4 indicate which routes (marked in bold) from

Table 5.1 are selected. For instance, the first element in the vector, which is a 3, indicates

that for the virtual link ev1,2 the third route (k1→2 = [1− 3− 4− 2]) is selected. The second
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Table 4.1: k-shortest paths for a 5-node net. The selected paths for the individual in the
example are in bold.

Node 1 2 3 4 5

1 [] [1, 2] [1, 3] [1, 2, 4] [1, 3, 5]
[1, 3, 2] [1, 2, 3] [1, 3, 4] [1, 2, 3, 5]

[1,3,4,2] [1,2,4,3] [1, 2, 3, 4] [1, 3, 4, 5]
[1, 3, 5, 4, 2] [1, 2, 4, 5, 3] [1, 3, 2, 4] [1, 2, 4, 5]

2 [] [2, 3] [2, 4] [2, 4, 5]
[2, 1, 3] [2, 3, 4] [2,3,5]
[2, 4, 3] [2, 1, 3, 4] [2, 3, 4, 5]

[2, 4, 5, 3] [2, 3, 5, 4] [2, 1, 3, 5]

3 [] [3,4] [3, 5]
[3, 2, 4] [3, 4, 5]
[3, 5, 4] [3, 2, 4, 5]

[3, 1, 2, 4] [3, 1, 2, 4, 5]

4 [] [4,5]
[4, 3, 5]

[4, 2, 3, 5]
[4, 2, 1, 3, 5]

5 []

element in the vector, which is also a 3, indicates that for the virtual link ev1,3 also the third

route (k1→3 = [1− 2− 4− 3]) is selected, and so on.

For this individual, considering Eq. (4.1), we get an NWL = 10, which is the total length

of the five selected routes. Moreover, with this solution if a failure occurs in physical links ep2,4

and ep3,4 the virtual topology becomes disconnected, which give us a penalty of 2. Finally, the

fitness of the individual using Eq. (4.6), with an arbitrary weight factor of w = 50, is given

by:

Fitness = NWL+ w ∗ p = 10 + 50 ∗ 2 = 110 (4.14)

Using the same methodology, the fitness of each individual is calculated.

We illustrate the application of the mutation, recombination and selection operators of

DE. As stated in Sect. 4.3, from the initial Pop, we select a target individual xi. Suppose

that our target vector in the first generation is x1. Then, three random individuals xr1, xr2

and xr3 mutually different and also different from the current target vector are selected from

the Pop as well. For this example, let r1 = 4, r2 = 3 and r3 = 5. Figure 4.2 shows the

application of the mutation operator (Eq. (4.7)) to get the mutant individual mi.

Once we have the mutant individual mi, we apply the recombination operator (Eq. (5.7))
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Figure 4.2: Mutant individual generation.

to combine the target individual and the mutant individual. Figure 4.3 illustrates how the

trial individual ti is formed with elements chosen from the target individual x1 and the mutant

individual mi. The elements are chosen with probability RC.

�
�
� � � � � � �

�
� � � � � �

�
�
� � � � � � ����	

����

Figure 4.3: Trial individual generation. Elements to create ti are taken from the target indi-
vidual and the mutant individual with probability RC.

Finally, the selection operator (Eq. (5.8)) is applied between the target individual x1 and

the trial individual ti. This operator is a simple rule of elitist selection. The individual with

the best fitness value will survive to the next generation. In this example, the trial vector ti

will replace x1 in the next generation because f(ti) = 161 < f(x1) = 213.

The process is repeated for each individual in Pop to form the population of the next

generation. The algorithm stops when the termination condition is met.

The capability of the applied BI-DE-VTM is illustrated in Fig. 4.4. The DE algorithm

finds the optimal SVTM within 18 iterations.
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Figure 4.4: Illustration of differential evolution simulation.

4.6 Numerical Results and Discussion

The numerical results section is divided in two parts. First we present the parameter

tuning and then the performance of the DE algorithms in different network topologies. To

gauge the effect of different parameters in the quality of the solutions, we analyzed three

metrics, which are the success rate (SR), which is the percentage of the number of times the

algorithm was able to find a survivable mapping for a given virtual topology (VT). The NWL

which is being optimized and represents the number of wavelength links used on the mapping,
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Figure 4.5: Telco Net topology with 24 nodes and 43 links.

and finally the iteration reach (I − reach) indicating the objective function evaluation (OFE)

number of iteration in which algorithms achieve their best values. In the three developed

DE-VTM algorithms, the number of OFEs per generation is proportional to the population

size NP , so that I − reach = (G− reach) ∗NP , where G− reach is the generation in which

the algorithms achieve their best results.

4.6.1 Tuning the Parameters

We randomly generated 30 VTs of degree 3 and performed 3 tests on each VT over the

physical Telco-Net topology shown in Fig. 4.5. Results in this section are the average of those

90 tests.

Using a set of default values of NP = 15, M = 0.5 and CR = 0.5, we use a sweeping

technique to assess their impact on the solutions, one at a time. The first k = 10 shortest

paths are calculated based on hops for simplicity. We also have limited the algorithms to run

for 300 generations or a maximum of 300 seconds. This number of generations and time value

was chosen after some preliminary test, because we observed that the solutions do not present

a big change around those values. The algorithms also stop when the best so far solution

does not change after 100 generations. Our experimentation was carried out on a 2.35 GHz,

Pentium R Dual-Core PC.

Figure 4.6 shows results of SR, NWL and I − reach respectively for the three DE-

VTM algorithms when the NP parameter varies from 5 to 25. These three metrics have to be

considered simultaneously since a good solution is obtained not only when a small NWL value
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is reached but also when a high SR value is obtained. Figure 4.6(a), shows that a success rate

of 100% is reached for the three algorithms when NP is equal to 10 and 15. However, when

NP = 20, E-DE-VTM gets its lowest value of about 95.5 % that means only 4 out of 90 tests

did not obtain a survivable mapping. Also, Fig. 4.6(b) shows that the greater the NP value

the greater the NWL. This is because the greater the population the greater the number of

iterations to minimize NWL. However, E-DE-VTM obtains the lowest NWL of the three

DE algorithms. Second best results regarding NWL are obtained by BII-DE-VTM. Finally,

Fig. 4.6(c) shows that the I − reach is worst for the BI-DE-VTM for populations equal and

greater than 15. The E-DE-VTM has a stable I − reach value even when the population

grows. We also noticed that the NP parameter has to be small to obtain a good value for

the NWL, however caution must be taken since in the BII-DE-VTM algorithm, small values

can lead to stagnation.
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Figure 4.6: SR, NWL and I − reach varying NP parameter with RC = 0.5 and M = 0.5
for Telco-Net.

Figure 4.7 shows SR, NWL and I − reach when the M parameter is varied. Figure

4.7(a) shows that the M parameter does not affect the success rate for E-DE-VTM and in

general a small value for M is preferred for the three algorithms. Also from Fig. 4.7(b) we

conclude that a small value of M is more suitable to obtain a better NWL for the three

algorithms. Finally, Fig. 4.7(c) shows that for small values of M the I − reach value is

better for the E-DE-VTM. When M has a value over M = 0.5 the three algorithms have a

similar behavior. When M = 0.1 and M = 0.3 the algorithms perform very differently, this

is expected due that lower the value of M lower the convergence of the algorithms. However,

when M ≥ 0.5, the algorithms perform similarly regarding I − reach but NWL results are
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worst. Contrary of what M parameter represent (stride of change), it is evident from the

analysis that a big value of M leads to a worse performance. It seems that a big value of M

may lead to stagnation in sub-optimal solutions. For this particular problem, it looks that

small steps in the exploration of the solution space are preferred to obtain better solutions.

Note that the priority of the different metrics is not the same, it is more important first to

maximize the SR, then minimize the NWL and after that minimize the I − reach.
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Figure 4.7: SR, NWL and I − reach varying M parameter with RC = 0.5 and NP = 15 for
Telco-Net.

Figure 4.8 shows the results when the parameter RC varies from 0.1 to 0.9. From Fig.

4.8(a), it can be observed that the three algorithms are affected when RC grows. BI-DE-

VTM is the most sensible to variations of the RC parameter with respect to the SR metric.

Note that a SR = 94 % is not a bad result, means that only 5 out of 90 tests did not find

a survivable mapping. However, BII-DE-VTM and E-DE-VTM are more robust for greater

values of RC improving the SR as observed in the figure. Figure 4.8(b) clearly shows that a

small value of RC is needed to get a small NWL. Finally, in Fig. 4.8(c) it can be observed

that E-DE-VTM is very stable to the variation of the RC parameter with respect to I−reach.

After doing the sweeping of the parameters with the default configuration, we noticed

that small values of NP , M and RC led us to better results. So, we decided to test some

of the parameters not included in the first tuning in order to get a more suitable set for the

different DE-VTM algorithms.

Table 4.2 presents the results for the three metrics using different groups of NP , M and

RC parameters. Considering the BI-DE-VTM column, it can be seen that the BI-DE-VTM is

very sensible to small NP values, which leads to a small SR value in most of the cases when
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Figure 4.8: SR, NWL and I − reach varying RC parameter with M = 0.5 and NP = 15 for
Telco-Net.

NP = 5. Also, the best NWL value is obtained when NP = 15 (marked in bold). Therefore,

for the BI-DE-VTM the best values of SR and NWL is obtained when NP = 15, M = 0.1

and RC = 0.1.

Table 4.2: Summary of the parameter tuning.
BI-DE-VTM BII-DE-VTM E-DE-VTM

SR NWL I − reach SR NWL I − reach SR NWL I − reach

NP = 5

M = 0.1
86.66 138 400 98.88 126 710 100 112 925

RC = 0.1
M = 0.5

100 125 1165 98.88 118 1140 100 112 1220
RC = 0.1
M = 0.1

57.77 152 110 93.33 140 265 98.88 116 800
RC = 0.5

NP = 10

M = 0.1
100 124 1130 100 113 1770 100 118 1110

RC = 0.1
M = 0.5

100 124 1640 100 113 2570 100 119 1400
RC = 0.1
M = 0.1

97.77 141 440 100 118 1430 100 132 1240
RC = 0.5

NP = 15

M = 0.1
100 118 1770 100 115 1903 100 124 1110

RC = 0.1
M = 0.5

100 128 1830 100 125 1860 100 126 1230
RC = 0.1
M = 0.1

100 133 960 100 122 1965 100 129 1095
RC = 0.5

Considering the BII-DE-VTM and E-DE-VTM columns, the best values of SR, NWL

and I − reach is obtained when RC = 0.1 and M = 0.1. Also, it is interesting to note that

E-DE-VTM reaches a SR = 100 with NP = 5, which means that stagnation is avoided even

when considering a small population.
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4.6.2 DE-VTM Application on Different Topologies

After performing the parametric analysis, we applied the algorithms to two real sized

networks, NSFnet and USA. Their topologies are shown in Figs. 4.9 and 4.10 respectively.
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Figure 4.9: NSFnet topology. 14 nodes, 21 links.
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Figure 4.10: USA network topology. 40 nodes, 58 links.

We randomly generated 25 VTs of degree 2 up to 7 and perform 3 tests for each VT

over the physical topologies NSFnet and USA. Results in this section are the average of

75 tests for VTs of the same degree. We used a set of values found from our parameter

tuning methodology. M = 0.1 and RC = 0.1 were used in the three algorithms. For the

BI-DE-VTM, BII-DE-VTM and E-DE-VTM, we used a value of NP = 15, NP = 10 and

NP = 5 respectively. Results reported consider a different number of shortest-paths in order

to appreciate the effect of this variation. To be fair with the algorithms, we again limited the

algorithm to run up to 300 generations or 300 seconds. The algorithm also stops when the

best solution does not change after 100 generations.

The three algorithms reach a SR of 100 % for the NSFnet topology when the random
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(b) I − reach with 5 shortest-paths.
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(c) NWL with 15 shortest-paths.
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(d) I − reach with 15 shortest-paths.

Figure 4.11: NWL and I − reach mapping VTs from 2 up to 7 degree for NSFnet when 5
and 15 shortest-paths are used.

VTs were greater than degree 2. On the contrary, the algorithms were not able to find any

survivable mapping for VTs of degree 2.

Figure 4.11 shows the NWL and I−reach when 5 and 15 shortest paths are used for the

NSFnet. As we expected, Fig. 4.11(a) shows that the BI-DE-VTM has the worst performance

out of the three algorithms regarding the NWL, given NWL values greater than the obtained

by the other two algorithms. Also, from Fig. 4.11(c) it can be observed that when the number

of shortest paths changes from 5 to 15, the performance of the BI-DE-VTM is even worse,

increasing the NWL values compared with the NWL of the other two algorithms. However,

BII-DE-VTM and E-DE-VTM have a similar performance in both cases. Nevertheless, the

E-DE-VTM is slightly more stable than the BII-DE-VTM when the number of shortest paths

changes.

The advantage of the E-DE-VTM algorithm over the BII-DE-VTM is more evident when

the I − reach was analyzed. Figure 4.11(b) shows that E-DE-VTM has a better performance

than the other two algorithms when 5 shortest-path are used. Also, from Fig. 4.11(d), it

can be observed that the number of iterations required to reach the best fitness value is

91



2 3 4 5 6 7
0

20

40

60

80

100

Degree

S
u
c
c
e
s
s
 r

a
te

 (
%

)

BI DE VTM, 5SP

BII DE VTM, 5SP

E DE VTM, 5SP

(a) SR with 5 shortest-paths.

2 3 4 5 6 7
100

200

300

400

500

600

700

800

900

1000

Degree

N
W

L

BI DE VTM, 5SP

BII DE VTM, 5SP

E DE VTM, 5SP

(b) NWL with 5 shortest-paths.
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paths.
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(d) SR 15 shortest-paths.
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Figure 4.12: SR, NWL and I − reach mapping VTs from 2 up to 7 degree for USA network
when 5 and 15 shortest-paths are used.

approximately the double comparing to Fig. 4.11(b) for the three algorithms, so that the best

performance of the E-DE-VTM over the BII-DE-VTM and BI-DE-VTM is stressed.

We tested our algorithms in the more realistic 40 nodes USA network. This is a more

complex network, so the metric SR has to be included in the analysis. Figure 4.12 presents

the SR, NWL and I − reach by the three algorithms when 5 and 15 shortest paths are used

respectively. In Fig. 4.12(a), we observe that the E-DE-VTM has the worst performance.

This indicates that the algorithm has a drawback when the complexity of the network grows.

The bad performance of the E-DE-VTM is because it has a preference for the shortest paths

and stagnation occurs. In order to keep the NWL as low as possible, the algorithms does not

reach a good SR. Figure 4.12(d) shows a similar behavior for the three algorithms. For VTs

of degree 7, the algorithms reach a SR around 80 % - 90 % when the shortest paths available

grows to 15.

From Figs. 4.12(b) and 4.12(e) it can be observed that the three algorithms have a
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similar performance. Again, the E-DE-VTM has slightly better performance than the other

two for both cases. Also, it can be noticed that the NWL gets worse for the three algorithms

when the number of shortest path increases from 5 to 15. This behavior is explained by the

growth of the solution space. When the number of shortest paths and the degree of the VTs

grows, the three algorithms have more trouble finding a near optimal solution. Besides, since

the algorithms are limited to run for a fixed number of generations or time, it is expected

that the value reached for a bigger solution space will be worse.

Finally, Figs. 4.12(c) and 4.12(f) show the iteration in which the best fitness value was

reached. In this metric, the E-DE-VTM presents a similar behavior for the two values of

shortest paths. On the contrary, the other two algorithms present an improvement on this

metric when the shortest path increases to 15.

In summary, for small networks, the three algorithms have a good performance related to

the SR metric. The three algorithms reach a 100 % SR when the degree of the nets is greater

than 2. Nevertheless, the E-DE-VTM has a better performance for the NWL metric; this

is because by modifying it, the algorithm has a preference for the shortest paths. However,

when the complexity of the networks grows, these improvements affect the SR metric for the

E-DE-VTM.

Nevertheless, the three algorithms work well to find survivable mappings reducing the

NWL. These algorithms can be considered as a good tool for optimization of the SVTM

problem.

4.7 Conclusions

In this chapter, we propose the application of a differential evolution (DE) algorithm

to the SVTM problem. We presented three algorithms based in DE, named BI-DE-VTM,

BII-DE-VTM and E-DE-VTM. We confirm the effective capabilities in terms of convergence

speed and quality of the solutions obtained, minimizing the NWL and reaching a good SR.

We present an illustrative experiment to demonstrate the methodology of our BI-DE-VTM

algorithm and show the effectiveness and efficiency of the proposed evolutionary algorithm.

Despite the solutions are somewhat sensible to variations of the DE-VTM algorithm’s pa-

rameters, the computed results show that a good combination of these parameters leads to

a system performance improvement and to a superior convergence rate. For small networks,
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the three algorithms have a good performance related to the SR metric, reaching a 100 % SR

when the degree of the VTs nets is greater than 2. We have provided a practical DE model to

solve the SVTM problem that is simple to implement and could also be extended by adding

other features into the objective function. As further work, we propose to investigate the

use of the VTM-DE algorithms including other features, such as survivability to failures in

nodes or multiple link failures, among others in optical networks and the use of intensification

procedures like path-relinking to perform local search.
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Chapter 5

DE APPLIED TO THE RSA PROBLEM

Flexible optical network (FON) architectures are considered a very promising solution

where spectrum resources are allocated within flexible frequency grids. Routing and spectrum

allocation (RSA) in FON is an NP-complete problem. So far, this problem has been opti-

mally solved for small instances with integer linear programming and has been sub-optimally

solved for more realistic instances by heuristic strategies. In this chapter, we introduce the

application of differential evolution (DE) to the RSA problem in flexible optical networks.

Comparative studies show that in many cases DE outperforms many other well-known evo-

lutionary computational approaches. Furthermore, the method typically requires few control

parameters. An illustrative example is presented showing the effectiveness and efficiency of

the proposed algorithm. Different heuristics are compared against the DE-RSA algorithms.To

the best of our knowledge, our work is the first application of a DE algorithm to the RSA

problem.

5.1 Introduction

Nowadays, telecommunications are developing almost exponentially in response to the

ever-increasing internet traffic combined with emerging high-rate applications such as high

definition TV, cloud computing, video on demand, among others [4]. The systems fit to

cope with this exponential growth are led by optical systems which have superior features

over other wired systems; these characteristics are, for example, a higher bandwidth (in the

order of Tbps), lower signal attenuation, lower distortion, lower power consumption, among

others. Worldwide networking and communication systems and applications use high-speed

optical transport networks as appropriate backbones for connecting buildings, cities, and coun-
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tries [123]. Wavelength division multiplexing (WDM) networks which are connection-oriented

networks, have led to substantial research that has eventually emphasized the modifications

required in the optical network architectures to achieve their full potential. Despite the fact

that WDM networks seem a good cost-effective solution, they have a drawback in their rigid

granularity which can lead to inefficient capacity utilization. This problem is expected to

become more significant given the necessity of higher capacity systems (i.e. systems of 40 and

100 Gbps channels) [134].

Therefore, a new more agile network infrastructure is needed to provide flexibility and

efficiency in the use of resources. Optical Packet and Burst switching (OPS/OBS) have been

proposed in the literature as suitable candidates for providing this flexibility and efficiency.

However, OPS and OBS are regarded as long-term solutions since they require enabling tech-

nologies which are not yet mature [135]. Thus, using the intrinsic scalability and flexibility

characteristics of OFDM (optical frequency division multiplexing), a novel flexigrid optical

network (FON) architecture has been proposed possessing the capability to manage different

data rates and variable bandwidth [4].

In FONs, the optical spectrum is divided into frequency slots of finer size than the fixed

ITU-T WDM grid (50 Ghz) providing more flexibility. Some proposals for the slots’sizes

include 25 Ghz, 12.5 Ghz and 6.25 Ghz. The connections can occupy multiples of these slots

according to the transmission rate, the modulation format and the distance required [5]. The

well-known routing and wavelength assignment (RWA) problem in WDM networks became

the routing and spectrum allocation (RSA) in FONs. However, new challenges arise at the

networking level since the previous WDM algorithms can no longer be applied directly.

The RSA is an NP-complete problem [9] and has recently gained wide interest within

the optical communications research community. Integer Linear Programming (ILP) mod-

els [5, 134] have been successfully used to solve the RSA problem in small sized optical net-

works. However, as the network’s size increases so does the dimension of the ILP model, whose

solution typically requires an extensive computational effort (and execution time) which ren-

ders them impractical for medium to large scale networks. Therefore, heuristic-based algo-

rithms become a good tool to cope with more realistic instances of the problem [136–138].

DE is a very simple but very powerful stochastic global optimizer for a continuous search

domain. It was proposed by Storn and Price [14] to represent a very complex process of
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evolution. Intelligently using the differences between populations (a population is a set of

candidate solutions) and with the manipulation of few control parameters, they created a

simple but fast linear operator called differentiation, which makes DE unique. Additionally,

studies show that DE in many instances outperforms other evolutionary algorithms [10, 22].

A complete theoretical analysis of the algorithm is presented in [14].

In this chapter we study the application of a differential evolution (DE) algorithm to the

off-line RSA problem. This paper extends the results of former work [19]. In [19], a simple

example on how to apply DE to the RSA problem was presented for a small network. In

this paper our objective function is modified to optimize not only the spectrum utilization

(SU), but also the average path length (APL). Two permutation-based DE algorithms are

developed for this problem. An illustrative example is presented, and afterwards the DE-

RSA algorithm is compared to different heuristics in test bench mark networks showing that

DE outperforms those heuristics. To the best of the authors knowledge, we provide a novel

practical DE model to solve the off-line RSA problem that is simple to implement. Our model

could also be extended to include other features, such as impairment-aware, energy efficiency,

modulation formats, survivability, among others in optical networks.

The chapter layout is as follows. In Sect. 5.2 the problem formulation is presented. The

proposed search algorithm is discussed in Sect. 5.3. Two permutation-based approaches for

the DE algorithm which can be applied to the RSA problem are introduced in Sect. 5.4. An

illustrative example on how to apply the DE algorithm to the RSA problem is presented in

Sect. 5.5. The results are then explained in Sect. 5.6. Finally, conclusions are addressed in

Sect. 5.7.

5.2 Problem formulation

The RSA problem in OFDM networks is very similar to the classical RWA problem in

WDM networks. Similar to the RWA, the RSA problem can be categorized into planning

(off-line) RSA or dynamic (on-line) RSA. Due to its complexity, the RSA can be divided

into two sub-problems: a routing sub-problem and an allocation sub-problem. The physical

network is modelled as an undirected graph G = (V,E), where V is the set of physical nodes

numbered {1, 2, , |V |}, and E is the set of physical links {ei,j , i, j,∈ V } with cardinality |E|.

ei,j is in E if there is a link between nodes i and j. Each link has a capacity C split into
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spectrum slots of size F , so that the number of slots in every link is equal to N = C/F .

To route the paths a guard band of G subcarriers (slots) has to separate adjacent spectrum

paths. The RSA can be formally stated as follow: given a list of traffic demands R in which a

request is defined as ri = si, di, ni, where si is the source node, di is the destination node and

ni is the number of slots to transport the requested bandwidth of demand ri, establish paths

and allocate the spectrum requested for every transported demand, so that all demand is met

and the spectrum utilization (i.e. the max index of the utilized slot in a link) is minimized,

subject to the continuity constraints and the contiguity constrain.

The objective function comprises the minimization of the SU and the APL. The SU

has an economic implication: the lower the spectrum utilization, the lower the cost of the

network. At the same time, it is also expected that the paths established will have the shortest

path length in order to minimize the APL of the network, which is defined as the average

number of links used by all selected routes. The reduction of the APL has a primary impact

on the delays and transmission impairments of the signal; it also helps to reduce the network’s

resource wastage.

Therefore, we must establish a criterion for measuring the performance of the algorithm.

Our objective function or fitness function is to minimize the weighted sum of the SU and the

APL, as follows:

min f(X) = a1 ∗ (SU/b1) + a2 ∗ (APL/b2) (5.1)

where a1 and a2 are the weights used to vary the relative importance of either term in the

objective function. a1 = 1− a2, takes values from 0 to 1. b1 and b2 are normalizing constants

that are used to maintain the SU and the APL values in the range of [0, 1], since we do not

wish to have one term significantly dominating the other. The way in which these normalizing

constants are calculated is described in Sect. 5.2.2.

5.2.1 Spectrum utilization and average path length

Optimizing the spectrum utilization (SU) in the planning phase brings along different

benefits to the resources in a network. An optimized SU will not only save spectrum through

a more efficient management of the resources, but it will also balance the load in its links.

SU can be defined as [136]:
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SU = max{S(e)}, ∀e ∈ E (5.2)

where S(•) is a function that returns the maximum index of the utilized slots in link ei,j .

In this work, as in [134], we assume that each link ei,j ∈ E is characterized by a subcarrier

binary vector Ūl = [uli] = [ul1, ul2, ..., ulN ] of length N (i.e. the number of slots in the link),

with an ith element equal to 1 if the ith slot is available and 0 if it has already been used for

a path or connection.

The second part of the objective function is related to the average number (or the average

length) of links used by all selected routes. The APL, for a given set of demands R, can be

defined as:

APL =

∑
lps,d
|R|

∀s, d ∈ R (5.3)

where lps,d is the length of the path that connects nodes (s, d) and |R| is the number of

requested connections in R.

5.2.2 The normalizing constants

We now explain how to calculate the normalizing constants (in Eq. (5.1)) b1 and b2. b1,

that is an upper bound for SU , is calculated considering the worst case scenario for the SU

in a network, which occurs when all the requests from R shared at least one common link.

Then:

b1 =
∑

ni ∀ni ∈ R (5.4)

where ni is the number of slots to transport the requested bandwidth of demand ri.

Similarly, b2 is an upper bound for APL; to compute it we first find k-shortes paths that

can be calculated using a k-shortes path algorithm. Then, the worst case scenario for the

APL is when all longest routes are considered for the connections between node pairs that

have already been calculated. Therefore, b2 is calculated by:

b2 =

∑
spmax(s,d)

|R|
∀s, d ∈ R (5.5)
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where spmax(s,d) is the longest path from the set of calculated paths for the connection between

nodes (s, d).

Note that since b1 is the upper bound for the SU and b2 is the upper bound for the APL,

then, by dividing both terms (SU and APL) by their respective upper bounds, we guarantee

that the number obtained is in the range of [0, 1].

5.2.3 Single demand RSA heuristic algorithms

A RSA single demand heuristic algorithm to solve the planning problem that can be

scaled to networks of larger size is presented in [134]. In that algorithm a set P of pre-

calculated paths is available. Then a pre-ordering phase is used to finally serve the demands

from the list R one by one sequentially.

The pre-ordering phase is quite important, since a different spectrum utilization is

achieved depending on the ordering policy used. In this paper we evaluate three ordering

policies proposed in [134]:

1.-First-Fit (FF) without ordering: The demands are served one by one as they appear

in the list R.

2.-Most Subcarriers First (MSF) ordering: The demands are ordered in decreasing order

of the number of their requested subcarriers (slots), and the demand served first is the one

that requires the highest number of subcarriers.

3.- Longest Path First (LPF) ordering: The demands are ordered in decreasing order of

the number of links their shortest path utilizes, and the demand served first is the one whose

shortest path utilizes the highest number of links.

In order to assess the efficiency of the proposed DE-based algorithms, we compared our

results against these three simple policies.

5.3 Differential evolution (DE) algorithm

The basic DE algorithm uses a population (Pop) of individuals (solutions to the prob-

lem), and iterates by creating new populations until a satisfactory solution is obtained or a

computational limit is exceeded. At the beginning of the algorithm, assuming we do not have

information about the optimum, the initial population is created randomly.
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DE has three crucial control parameters: the mutation constant (M), which controls

the mutation strength; the recombination constant (RC), which increases the diversity in the

mutation process; and the population size (NP ). Throughout the execution process, the user

defines M and RC values in the range of [0, 1] and the Pop size NP , which is an integer that

depends on the dimension of the problem. These parameters are maintained fixed throughout

the execution of the algorithm.

At each generation, all individuals in the Pop are evaluated in turn. The individual

being evaluated is called the target vector (xi). For each target vector xi, i = 1, . . . , NP, a

mutant individual mi is generated according to:

mi = xr1 +M ∗ (xr2 − xr3) (5.6)

where xr1, xr2, xr3 ∈ Pop: xr1 6= xr2 6= xr3 6= xi. xr1, xr2 and xr3 are three random individuals

from the Pop, mutually different and also different from the current target vector xi.

Then, the recombination operator RC is applied to create the trial vector (ti). In this

opeator, the mutant individual, mi, is combined with the current target vector xi. Particularly,

for each component j, where j = {1, 2, . . . , D}, we choose the jth element of the mi with

probability RC, otherwise from the xi. Moreover, a random integer value Rnd is chosen from

the interval [1, D] to guarantee that at least one element is taken from mi. Choosing a random

number rand in the [0, 1] interval, then the ti is created as follows:

ti,j =

 mi,j if (rand < RC) ∨ (Rnd = j)

xi,j otherwise
(5.7)

After we create the trial vector ti, it is necessary to verify the boundary constraints

of each element of ti to avoid creating infeasible solutions. This could happen because any

jth element created by Eq. (5.6) that is not in the allowed range of the specification of a

problem has an RC probability of being selected. If any element of the trial vector violates

the constraints it is replaced with a random number in the allowed range.

Finally, the selection operator is applied; this operator is a simple rule of elitist selection

of the vectors that improve the objective function. This is done by comparing the fitness

between the trial vector and the target vector in the objective function using:
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popk =

 ti if f(ti) < f(xi)

xi otherwise
(5.8)

where popk is the population of the next generation, that changes by accepting or rejecting

new individuals. The best individual in the population and the global best individual are

kept at the end of each generation, to keep track of the best solution found so far.

Under these considerations a pseudocode of the basic DE algorithm is presented in algo-

rithm 9:

Algorithm 9 BI-DE-VTM pseudocode

Set the control parameters M , RC and NP .

Create an initial Pop.

Evaluate the fitness of every individual.

repeat

for each individual x ∈ Pop do

Select three individuals from Pop.

Apply mutation Eq. (5.6).

Apply recombination Eq. (5.7).

Verify boundary constraints.

if Boundary constraints are violated then

modify the infeasible elements.

end if

Apply selection operator Eq. (5.8).

Update Pop.

end for

until a satisfactory solution is obtained or a computational limit is exceeded.

5.3.1 Encoded and fitness of the individuals

We applied the DE-based algorithm to solve the off-line RSA problem. The individuals

must represent specific solutions to the problem, so that, an encoding that is well-suit to it is

necessary. To encode our individuals we generate a vector of dimension D, for example:
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X = [rs1, rs2, rs3, ..., rs|R|] (5.9)

where D is equal to the number of requests in R and rsi represents the turn in which the

request i from R is served. These encoding means that the vector is a permutation from 1 to

|R| representing the order in which the demands from R will be served.

To evaluate the fitness of an individual, as stated in Eq. (5.1), our objective is to minimize

the spectrum utilized as well as the average path length. The encoding represents the order

in which the demands are served, but it is also necessary to specify a method through which

the spectrum and routes are assigned, in order to calculate the fitness of an individual.

Our approach, as in [134], assumes that a set of pre-calculated paths is available. There-

fore, in an initialization step we calculate k paths between all pairs of nodes, using the

k-shortest paths algorithm [129]. The pre-calculation of paths could be based on hops or

distance. The pre-calculation of routes will speed up the procedure of routes selection in the

algorithm. As stated in Sect. 5.2.1, we assume that each link ei,j ∈ E is characterized by

a subcarrier binary vector Ūl of length N (i.e. the number of slots in the link), with an ith

element equal to 1 if the ith slot is available and 0 if it has already been used for a connection.

A subcarrier binary vector of a path can be calculated using the subcarrier binary vectors of

the links that the path traverses as:

Ūp = [upi] = [∧l∈p uli] (5.10)

where ∧ denotes the Boolean AND operation over all the binary links in the path.

Then, to serve a conecction ri that requires ni slots we first use Eq. (5.10) to calculate the

spectrum availability Ūp of all candidate paths. We search each spectrum availability vector

Ūp for the first possible placement of ni subcarriers (along with the required G guardbands).

After that, we select the path with the lowest indexed starting subcarrier and store it as

the selected path for that connection. We update the spectrum availability of the links that

comprises the selected path by setting 0’s to the corresponding spectrum slots. We repeat

this procedure with the next connection ri in the order specified by the individual X. After

all demands in R have been served, we calculate SU (Eq. (5.2)) and the APL (Eq. (5.3)) to

obtain the fitness of the individual X (Eq. (5.1)).
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In this work we select the path with the minimum starting subcarrier for simplicity.

Nevertheless, we can use other approaches such as void filling or random filling to get different

results [24].

5.4 Permutation-based approaches for DE algorithm

The DE algorithm is originally applicable to continuous optimization problems because

its search mechanism is based on perturbations built with differences between vectors. How-

ever, due to the encoding of the individuals in this problem (which are permutations), we

realized that we are dealing with a combinatorial optimization problem with symbolic vari-

ables. This makes the arithmetic operations of the original DE neither applicable nor mean-

ingful [139].

For this reason, in Sects. 5.4.1 and 5.4.2, two permutation-based approaches of DE that

can be applied to the off-line RSA problem are introduced.

5.4.1 DE-based relative position indexing approach

The Relative Position Indexing (RPI) approach is applicable for permutation-based prob-

lems only. This approach transforms the elements of the integer permutation vector into the

floating-point interval [0, 1]. Then, the mutation and the recombination operators can be

applied using the transformed values in the continuous domain. The resulting values are

then converted back into the integer domain using a relative position indexing, as described

in [140].

To illustrate the transformation of an individual with the RPI approach, consider the

individual X = [2, 3, 1, 5, 4]. The transformation into floating-point values is achieved by

dividing each element of the vector by the largest one of them, in this case 5, resulting in

Xt = [0.4, 0.6, 0.2, 1, 0.8]. Then, the basic DE algorithm can be applied to obtain the trial

individual. In order to convert the trial individual back into the integer domain, using RPI,

the smallest floating-point value is replaced by the smallest integer value, and then the next

smallest floating-point value is replaced by the next integer value, and so on until all elements

have been converted. Note that this approach always yields a feasible solution, except when

two or more floating-point values are the same. When such an event occurs, the trial vector

must be repaired as explained before.
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5.4.2 DE-based combinatorial approach

The RPI approach maps the integer values to the continuous domain before applying the

DE mutation and crossover operators. Although the RPI approach preserves the continuous

DE operators, these operators do not capture the essence of the DE’s search mechanism.

Because of this, a more general approach for combinatorial optimization was proposed in

[139]. This general combinatorial (GC) approach based on DE aims at preserving the search

mechanism for discrete domains by defining the difference between two candidate solutions

as a differential list of movements in the search space.

The key idea of the GC approach is to define the difference between two individuals

as a list of movements. Suppose that the search space SS is defined by the set of all valid

combinations of values for the variables (i.e. all the permutations that can represent a solution

for a problem). A differential list of movements DLj→i is a list containing a sequence of valid

movements vmk such that the application of these movements to a solution Xj ∈ SS leads to

the solution Xi ∈ SS.

In this way, the difference between two individuals is defined as being the list of move-

ments:

DLj→i
.
= Xi 	Xj (5.11)

where 	 is a special operator that returns a list of movements that represents a path from

Xj towards Xi. The application of a list of movements to a given solution is defined as:

X ′i = Xi ⊕DLa→b (5.12)

where the operator ⊕ receives a valid solution and a list of movements, returning another

solution. With these definitions the following relation is valid:

Xi = Xj ⊕DLj→i = Xj ⊕ (Xi 	Xj) (5.13)

With this relation, the main operator of DE (Eq. (5.6)) can be re-written to apply the

GC approached as:
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mi = xr1 ⊕M ⊗ (xr2 	 xr3) (5.14)

where M is a scaled factor to control how many movements resulting from (xr2	xr3) will be

applied to the xr1 individual. In [139], three alternatives for applying the multiplication of

the mutant constant M were proposed. The multiplication of a list of movements DLi→j by

a constant M (in the range [0, 1]) denoted as M ⊗DLi→j returns:

1.- A list DL′i→j with the first dM ∗ |DLi→j |e movements selected from DLi→j .

2.- A list DL′i→j with a random dM ∗ |DLi→j |e movements selected from DLi→j .

3.- A list DL′i→j which is formed by selecting each element from DLi→j with probability

M .

After applying the mutation operator, the recombination operation must be applied to

perform recombination between the target vector and the mutant vector. This operator is

also different for a permutation-based problem, since the elements cannot be repeated and Eq.

(5.7) is not applicable as it is. Different crossover operators for a permutation representation

have been proposed before [141].

To be consistent with the format of the basic DE, a new recombination operator for

the GC approach has been developed. This new operator forms the trial vector (ti) taking

information from the mutant individual (mi) and the current target individual (xi). The

crossover operator takes elements from the mi with probability RC and copies them to the ti

individual in its absolute position. Then, the elements that have not yet being assigned are

copied to ti using the relative order that they have in the individual xi. In this way, the ti

individual is formed with information of mi and xi. Moreover, a random integer value Rnd

is chosen from the interval [1, D] to guarantee that at least one element is taken from mi.

Once we established the mutant and crossover operators for the GC approach, the al-

gorithm can be applied as in pseudocode 9 by just replacing Eq. (5.6) for Eq. (5.14) and

performing the aforementioned crossover operator instead of that of Eq. (5.7).

5.5 DE for the RSA problem

We present an Illustrative example of our two DE-RSA algorithms (DE-RPI and DE-GC),

using the simple physical network of five nodes shown in Fig. 5.1(a). Since both algorithms
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are based in DE, they share part of the methodology. We start by explaining the common

methodology that both algorithms use. Then, we explain how to apply the mutation operator

and the recombination operator for the DE-RPI (which is the main difference between the

two approaches), followed by the application of these parameters to the DE-GC. Finally, the

selection operator, which is the same for both algorithms, is explained.

A request list R with 16 requests is presented in Fig. 5.1(b), showing the tag of the

request, the source node (s), the destination node (d) and the number of slots requested (n).
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Figure 5.1: Illustrative example. (a) Simple five-nodes network. (b) Traffic demand set list
R.

For simplicity, we consider single bidirectional fiber links with capacity of 20 slots and a

guardband G = 1 slot is also considered.

As mentioned in Sect. 5.3.1, our approach assumes that a set of pre-calculated paths is

available. In an initialization step, we calculate k shortest paths between all nodes. Table 5.1

shows k = 4 shortest paths for the 5-node network.

Each individual will have the form of Eq. (5.9), representing the order in which the

requests of the list |R| will be served. That means that all the individuals are permutations

of size |R|.

As stated in algorithm 9, we first set the control parameters. For this illustrative example,

and for both algorithms (i.e. DE-RPI and DE-GA), the values are set to NP = 5, M = 0.5

and CR = 0.5. Then, an initial random population is created, e.g.:
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Table 5.1: k-shortest paths for a 5-node net. The selected paths for the individual in the
example are in bold.

Node 1 2 3 4 5

1 [] [1, 2] [1, 3] [1, 2, 4] [1, 3, 5]
[1, 3, 2] [1, 2, 3] [1, 3, 4] [1, 2, 3, 5]

[1, 3, 4, 2] [1, 2, 4, 3] [1, 2, 3, 4] [1, 3, 4, 5]
[1, 3, 5, 4, 2] [1, 2, 4, 5, 3] [1, 3, 2, 4] [1, 2, 4, 5]

2 [] [2, 3] [2, 4] [2, 4, 5]
[2, 1, 3] [2, 3, 4] [2, 3, 5]
[2, 4, 3] [2, 1, 3, 4] [2, 3, 4, 5]

[2, 4, 5, 3] [2, 3, 5, 4] [2, 1, 3, 5]

3 [] [3, 4] [3, 5]
[3, 2, 4] [3, 4, 5]
[3, 5, 4] [3, 2, 4, 5]

[3, 1, 2, 4] [3, 1, 2, 4, 5]

4 [] [4, 5]
[4, 3, 5]

[4, 2, 3, 5]
[4, 2, 1, 3, 5]

5 []

pop =



x1 = [02, 13, 15, ..., 08, 11, 16]

x2 = [06, 04, 08, ..., 10, 03, 01]

x3 = [07, 12, 04, ..., 05, 11, 09]

x4 = [08, 10, 14, ..., 02, 12, 11]

x5 = [14, 04, 09, ..., 15, 11, 05]

(5.15)

Then, according to Eq. (5.1), to calculate the fitness of each particle we stablish the

values of the weights constants a1 and a2 and the normalizing constants b1 and b2. For this

example, we set the values of the weights constants as a1 = 0.5 and a2 = 1−a1 = 0.5. On the

other hand, the normalizing constants depend on the upper bounds for the total spectrum (or

number of slots) requested by the list R and for the size of the pre-calculated paths. Those

upper bounds can be calculated as in Sect. 5.2.2. For this example, b1 = 38 and b2 = 2.75.

With this information, the fitness of each particle is calculated as:
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f(x1) = 0.5 ∗ (17/38) + 0.5 ∗ (1.56/2.75) = 0.51

f(x2) = 0.5 ∗ (17/38) + 0.5 ∗ (1.50/2.75) = 0.50

f(x3) = 0.5 ∗ (15/38) + 0.5 ∗ (1.37/2.75) = 0.45

f(x4) = 0.5 ∗ (13/38) + 0.5 ∗ (1.43/2.75) = 0.43

f(x5) = 0.5 ∗ (17/38) + 0.5 ∗ (1.31/2.75) = 0.42

(5.16)

Before explaining how the fitness of each individual is calculated, the permutation rep-

resentation of an individual adopted in this work has to be explained. Figure 5.2 shows the

individual x1, which is a permutation of size |R|= 16 (i.e. the number of request to be served).

In this representation, each position of x1 represents a request in R, and the number in that

position is the turn in which that request is to be served. For instance, the number 01 in the

10th position of the individual x1 indicates that request 10 will be the first one to be served.

Then, the number 02, in the first position, which is a 01, of the individual x1 indicates that

request 01 will be the second one to be served, and so on.
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Figure 5.2: Permutation individual representation.

After the request list has been served with the methodology explained in 5.3.1, using Eq.

(5.2) for the individual x1 we get an SU = 17, which is the max index occupied after serving

all demands. Also, using Eq. (5.3), we get an APL = 1.5625, which is the average length of

the selected routes. Finally, the fitness of the individual using Eq. (5.1), with a1 = a2 = 0.5
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and b1 = 38 and b2 = 2.75 is given by f(x1) in Eq. (5.16). Using the same methodology, the

fitness of each individual is calculated.

In the next step, from the initial Pop, we select a target individual xi. Suppose that our

target vector in the first generation is x1. Then, three random individuals xr1, xr2 and xr3

mutually different and also different from the current target vector are selected from the Pop

as well. For this example, let r1 = 3, r2 = 4 and r3 = 2.

Up to this point, the methodology used is the same for both algorithms, DE-RPI and

DE-GA, the difference, as mentioned in Sect. 5.4, resides on how we apply the mutation and

recombination operators on each.

5.5.1 Mutation and recombination operators for the DE-RPI

As stated in Sect. 5.4.1, we need to transform the elements of the individuals (integer

permutations) into floating-point values by dividing each element of the individual by the

largest one of them, in this case D = |R|= 16. This gives:



x̂1 = x1/D = [0.12, 0.81, 0.93, ..., 0.50, 0.69, 1]

x̂r1 = x3/D = [0.43, 0.75, 0.25, ..., 0.31, 0.68, 0.56]

x̂r2 = x4/D = [0.50, 0.62, 0.25, ..., 0.12, 0.75, 0.68]

x̂r3 = x2/D = [0.37, 0.25, 0.50, ..., 0.62, 0.18, 0.06]

(5.17)

With these values we can apply the original DE mutation operator (Eq. (5.6)). Figure

5.3 shows the resulting mutant individual mi.
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Figure 5.3: Mutant individual generation for DE-RPI.
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Once we have the mutant individual mi, we apply the recombination operator (Eq. (5.7))

to combine the target individual and the mutant individual. Figure 5.4 illustrates how the trial

individual t̂i is formed with elements chosen from the target individual x̂1 and the mutant

individual m̂i. The elements are chosen with probability RC. Also recall that a random

integer value Rnd is chosen from the interval [1, D] to guarantee that at least one element is

taken from m̂i and copied into t̂i.

��
�
� ���� ���� ���� � ���	 ���	 ��
�

��
�
� ���� ��
� ���� � ��� ��	
 �

�̂
� � ���� ���� ���� � ���	 ��	
 �

Figure 5.4: Trial individual generation. Elements to create t̂i are taken from the target indi-
vidual and the mutant individual with probability RC.

The trial individual t̂i is then transformed back into the integer domain. To do so, we

replace the smallest floating-point value by the smallest integer value of the permutation (i.e.

1), and then replace the next smallest floating-point value by the next integer value (i.e. 2),

and so on until all elements have been converted. Note that this approach always yields a

feasible solution, except when two or more floating-point values are the same. When such an

event occurs, one viable option is two break ties randomly. For this example, after performing

the back transformation, we get the trial individual and its fitness as:

ti = [09, 13, 14, 07, 15, 01, 08, ...12, 05, 04, 11, 16]

(ti) = 0.5 ∗ (15/38) + 0.5 ∗ (1.5/2.75) = 0.47
(5.18)

Finally, the selection operator (Eq. (5.8)) is applied between the target individual x1 and

the trial individual ti. This operator is a simple rule of elitist selection. The individual with

the best fitness value will survive to the next generation. In this example, the trial vector

ti will replace x1 in the next generation because f(ti) = 0.47 < f(x1) = 0.51. The process

is repeated for each individual in Pop to form the population of the next generation. The

algorithm stops when the termination condition is met, which in this case is a number of 1000

generations.
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5.5.2 Mutation, recombination and selection operators for the DE-GC

As stated in Sect. 5.4.2, to apply Eq. (5.14), we first need to find a list of movements as

DLr3→r2 = xr2 	 xr3. For this example r1 = 3, r2 = 4 and r3 = 2. To generate DLx2→x4 we

need to iteratively find the movements that lead x2 closer to x4. Figure 5.5 shows the first

two steps in building the list DLx2→x4 . In a first step (Fig. 5.6(a)) we swap the elements 1

and 3 of x2 bringing solution x2 closer to x4. The second step (Fig. 5.6(b)) is to swap the

elements 2 and 14 of x̂2. The procedure is repeated until x̂2 is transformed into x4.
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Figure 5.5: Generating the differential list DL2→4. (a) First swap: Mov = {1, 3}. (b) Second
swap: Mov = {2, 14}

As a result, a DL list containing the index pair of swapting moves is obtained as:

DLx2→x4 =


(1, 3)(2, 14)(3, 14)(4, 6)(6, 13)(7, 10)

(8, 16)(9, 15)(10, 15)(12, 15)(13, 14)

(14, 15)

(5.19)

Then, we need to scale the list using the parameter M . As stated in Sect. 5.4.2, we built

a scaled list by taking the first dM ∗ |DLi→j |e movements from DLx2→x4 . If M = 0.5 and

|DLx2→x4 |= 12, then dM ∗ |DLi→j |e = 6 leading to a DL′x2→x4 list containing the first 6 pairs

of movements of Eq. (5.19).

Next, according to Eq. (5.14), we need to apply these movements to xr1. Figure 5.6

shows the application of the first two movements of DL′x2→x4 . The process continues for all
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pair of movements of DL′x2→x4 to generate the mutant individual mi.
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Figure 5.6: Mutant individual generation. (a) First move applied to xr1. (b) Second move
applied to xr1

Once we have mi, we apply the recombination operator to combine the target individual

and the mutant individual. Figure 5.7 illustrates how the trial individual ti is formed with

elements chosen from the target individual x1 and the mutant individual mi in just three

steps. In the first step (Fig. 5.7(a)), we copy elements from mi to ti with probability RC

in its absolute position. Also recall that a random integer value Rnd is chosen from the

interval [1, D] to guarantee that at least one element is taken from mi and copied into ti. In

the second step, we need to identify what elements of the permutation have not yet being

assigned. Figure 5.7(b) shows those unassigned values. Finally, in the third step (Fig. 5.7(c)),

we copy the unassigned elements in the relative order that they have in x1.

Finally, the selection operator (Eq. (5.8)) is applied between the target individual x1 and

the trial individual ti. In this example, the trial vector ti will replace x1 in the next generation

because f(ti) = 0.42 < f(x1) = 0.51. The process is repeated for each individual in Pop

to form the population of the next generation. The algorithm stops when the termination

condition is met, which can be a number of generations (1000 for this example).
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Figure 5.7: Trial individual generation. (a) Step 1. (b) Step 2. (c) Step 3.

5.5.3 Comparision between heuristics and the DE-RPI and DE-GC ap-

proaches

Results for the three single demand heuristics of Sect. 5.2.3 and the two DE approaches

of Sect. 5.4 are presented in Fig. 5.8. The figure shows the state of the links after completely

serving the request list |R| with each algorithm. Figures 5.8(a), 5.8(b) and 5.8(c) show the

network state achived using the single demand heuristic algorithm with FF, MSF and LPF

ordering policies respectively. Then, using the parameters for the illustrative example of

Sect. 5.5, Figs. 5.8(d) and 5.8(e) show the network state results for the DE-RPI and DE-GC

respectively. Both solutions render most efficient allocations since they reduce the SU to 11

slots while at the same time reduce the APL. Moreover, both algorithms balance the traffic

in the network links. From ten independent test, the DE-RPI solution requires on average 9

generations to find the solution while the DE-GA requires on average 13 generations. Both

algorithms use a small population of NP = 5 and no parameter tuning was performed for this

example. A parameter tuning may improve the convergence rate of the DE-RSA algorithms.

Finally, Fig. 5.8(f) sumarizes the SU and APL obtained for this example, showing the

superiority of the solutions of the DE-RSA approaches. This simple methodology can be

applicable to larger networks.
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Figure 5.8: Network state after served request list |R| with each algorithm. (a) FF without
ordering. (b) MSF ordering. (c) LPF ordering. (d) DE-RPI approach. (e) DE-GC approach.
(f) Spectrum utilization and average path length for each algorithm.

5.6 Numerical results and discussion

We applied our DE-RSA algorithms to four real-sized networks, NSFNet, EON (Euro-

pean Optical Network), USA, and Japan networks. Their topologies with link distances in

km are presented in Figs. 5.9, 5.10, 5.11 and 5.12, respectively.

The numerical results section is divided into two parts. First we present the parameter

tuning and then the performance of the DE algorithms in different network topologies.
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5.6.1 Tuning the parameters

It is worth noting that the DE-RSA algorithms require the manipulation of few control

parameters (NP , M , RC, k). In our applications, these parameters have an impact on the

quality of the solutions. Therefore, we believe it is important to perform an analysis on their

effects. This analysis can be done through preliminary tests on a network.

We perform a parametric analysis over the NSFnet (Fig. 5.9). To do this, we generate

a random request list R with N ∗ N − 1 requests (where N is the number of nodes of the

network). The number of slots requested by every pair of nodes in every list is taken from an

uniform distribution from [0...Smax] with Smax = 4 for the parametric analysis. We use the

average of 10 independent test as a solution value. The weights of the objective function (Eq.

(5.1)) a1 and a2 have been set to 0.5. The values of b1 and b2 for the NSFnet are obtained

according to Eqs. (5.4) and (5.5) in Sect. 5.2.2.

We observed that the M and RC parameters do not have a wide impact in the quality

of the solutions. For that reason, as in [22], we decide to use the values M = 0.2 and

RC = 0.5 which lead to good solutions. On the other hand, the NP parameter has a much

marked impact in the quality of the solutions and it is related to the size of the network. A

population value of around NP = 20 and NP = 50 is adecuate for the networks’sizes that we

are analyzing, to render good solutions in both algorithms.
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Figure 5.9: NSFnet topology, 14 nodes, and 21 links.

The objective function is formed by two objectives: SU and APL. So that, it is expected

that the parameter k has a stronger influence in the solutions since it is related to the number

of pre-computed available paths. Figure 5.13 shows the SU and APL when the parameter
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Figure 5.10: EON topology, 19 nodes, and 39 links.
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Figure 5.11: USA topology, 40 nodes, and 58 links.
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Figure 5.12: Japan topology, 40 nodes, and 65 links.

k varies from 1 to 7 over the Japan network. It can be observed that as the SU improves

its value, the APL worsens with the increase of k, showing that the two objectives are in
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conflict. This means that the value of k has to be choose according to the size of the network

that is under analysis, trying to avoid an unnecessary increase in the APL objective. Figure

5.13 also shows that for values of k greater than 4 the SU does not improve significantly and

the APL continues to increase. So a value of around k = 5 is preferred, which renders a

good SU and maintains the APL in a reasonable value. The test was repeated over the four

network topologies, using both DE-RPI and DE-GC algorithms, showing a similar behavior.

This indicates that a value of k around 5 gives a good SU with a reasonable increase in the

APL. For small networks, as the NSFnet even a value of k = 3 is enough to obtain good

solutions.
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Figure 5.13: SU and APL variying k parameter over the Japan topology.

We now present an analysis on the weights a1 and a2 in the objective function, to gauge

how this values affect the quality of the solutions in the SU or APL values. Our main interest

in this work is to minimize the SU value; however, we also wish to reduce the APL in as

much as possible. Having this in mind, we have performed an analysis varying a1 from 0 to 1

in increments of 0.1, while at the same time varying the value of a2 from 1 to 0. The results

presented are the average of five independent tests of 500 generations with every pair of a1

and a2 values.

Figure 5.14 shows the SU and APL values obtained. We can see that when a1 = 0 and

a2 = 1, the algorithm minimizes the APL, as it should since the SU does not appear in the
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objective function, and when a1 = 1 and a2 = 0, the algorithm minimizes the SU . From our

analysis, we observed that values of a1 = 0.5 and a2 = 0.5 render the best performance in the

objective function. Also, this gives us an idea on how this two metrics are in conflict since

reducing the SU does not garantee a reduction of the APL.
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Figure 5.14: SU versus APL points obtained varying the weights a1 and a2 on the NSF
network.

5.6.2 DE-RSA application on different topologies

We applied the two DE-RSA algorithms to four real-sized networks (Figs. 5.9, 5.10, 5.11

and 5.12). For the simulation, 10 R lists with N ∗N − 1 (where N is the number of nodes)

requests were randomly generated for each network. The number of slots required for each

connection of the lists was chosen uniformly from 0 to 4 for the NSFnet and EON network

and from 0 to 5 for the USA and Japan networks. A guardband of one slot (i.e. G=1) was

assumed. Results in this section are the average of 10 independent tests over those 10 request

lists.

For these tests, after performing a quick parametric analysis, we used a set of values

M = 0.2, CR = 0.5 and NP = 20 for the DE-RSA algorithms. We ran both algorithms for

1000 generations. a1 and a2 have been set to 0.5 to optimize both metrics. The normalizing
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constants b1 and b2 are obtained according to Eqs. (5.4) and (5.5) in Sect. 5.2.2 for each

network and request list. The pre-calculated paths were set to k = 3 for the NSF and EON

networks and k = 5 for the USA and Japan networks.

Figures 5.15 up to 5.18 show the results of SU and APL for the FF, MSF, LPF ordering

policies and both DE-RPI and DE-GC algorithms. Both DE-based algorithms improve the SU

and APL demonstrating its superiority. Moreover, it can be observed that DE-RPI performs a

little better than the DE-GC algorithms regarding both metrics in the four analyzed networks.

In Figs. 5.17 and 5.18 it can also be observed that MSF performs very well in terms of SU

compared to DE-RPI and DE-GC.
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Figure 5.15: Comparison between heuristics and DE-RSA algorithms in the NSFnet.

Table 5.19 summarizes the best results obtained with the DE-based algorithms against

the ordering policies. Here, it is clear that the DE-based algorithms overcome other ordering

policies in terms of the fitness function. Moreover, DE-RPI presents the best results.

It is important to recall that since both metrics are in conflict (SU and APL) and the

weight values (a1 and a2) are set to 0.5, the DE-based algorithms improve the fitness value

even if that implies a greater SU value. If we are interested in just optimizing a specific metric

(i.e. SU ignoring the APL metric), then the weights have to be set accordingly.
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Figure 5.16: Comparison between heuristics and DE-RSA algorithms in the EON.
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Figure 5.17: Comparison between heuristics and DE-RSA algorithms in the USA network.

5.7 Conclusions

In this chapter, we propose the application of a differential evolution (DE) algorithm to

the off-line RSA problem. For this combinatorial problem, we applied two DE permutation-

based approaches named DE-RPI and DE-GC. We confirm the effective capabilities in terms

of the quality of the solutions obtained, minimizing the SU as well as the APL. We present an
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Figure 5.18: Comparison between heuristics and DE-RSA algorithms in the Japan network.
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Figure 5.19: Fitness comparison between heuristics and DE-RSA algorithms.

illustrative experiment to demonstrate the methodology of our DE-based algorithms and show

the effectiveness and efficiency of the proposed evolutionary algorithm. Despite the solutions

are somewhat sensible to variations of the DE-based algorithm parameters, the computed

results show that a good combination of these parameters leads to a system performance’s

improvement. In addition, the computed results show that a more efficient RSA is obtained

with the DE-based algorithms for realistic flexgrid scenarios when compared to other ordering

policies. We have provided a practical DE model to solve the RSA problem that is simple to
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implement and could also be extended by adding other features into the objective function.

As further work, we propose to investigate the use of the DE-based algorithms including other

features, such as to choose the modulation level (BPSK, QPSK, 8-QAM, etc.) depending e.g.

on the length of the path or even to consider physical impairments. It will also be interesting

to analyze the use of intensification procedures like path-relinking to perform local search.
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Chapter 6

CONCLUSIONS AND FURTHER WORK

Through the doctoral dissertation, we presented some of the most important nature-

inspired algorithms, and also the important role they play in the solution of optimization

problems. We have focused our attention in the optical networking field, in which the appli-

cations of optimization algorithms are vast due to the high complexity of the problems that

arises during the evolution of the technologies.

The field of optical networking optimization as well as the growing diversity of approaches

in the literature opens a window for research opportunities. For this reason, we consider of

paramount importance to identify these research opportunities and propose methods or tools

to solve some of the problems in optical networks.

Even when there have been applied many algorithm to these problems, due to their

importance it is a necessity to developed new optimization tools to find efficient solutions in

less amount of time. In the category of evolutionary algorithm, DE is arguably one of the

most powerful stochastic real-parameter optimization algorithms in current use.

We applied DE not only to the problems of RWA and SVTM in WDM networks, but

also to the RSA problem in elastic networks. Through the different chapters of this doctoral

dissertation, we have demonstrated that DE can achieve good solutions in an acceptable

amount of time for very complex problems in optical networks.

We have presented illustrates examples to understand clearly the application of the DE

algorithm to each problem. Moreover, the results show the effectiveness and efficiency of the

proposed DE-based algorithms.

A good number of publications validate the results of the research done through this

doctoral dissertation. At the end of this doctoral dissertation, a detailed list of the different

published papers obtained with the research of this work is presented.
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Finally, it is clear that the application of computational intelligence has relevant impor-

tance in solving optimization problems. Many directions can be followed to continue with this

research. The most important thing to recall is that optical networking is a very rich field

with many combinatorial optimization problems. The entire field of optical networks is huge.

For that reason, we focused on design and network planning issues, and the use of differen-

tial evolution algorithms. Nevertheless, there are plenty algorithms under developing, such

as such as evolutionary game theory (EGT) [121] among other heuristics [122]. Moreover,

many other areas in optical networks, such as the design of equipment, physical layer, green

networks, among others can be and must be analyzed in the future.
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[139] R. Prado, R. Silva, F. Guimarães, and O. Neto, “Using differential evolution for com-

binatorial optimization: A general approach,” in Proceedings of the IEEE International

Conference on Systems Man and Cybernetics, pp. 11–18, Oct 2010.

[140] D. Lichtblau, “Relative position indexing approach,” in Differential Evolution: A Hand-

book for Global Permutation-Based Combinatorial Optimization (G. Onwubolu and

D. Davendra, eds.), vol. 175 of Studies in Computational Intelligence, pp. 81–120,

Springer Berlin Heidelberg, 2009.

[141] A. Moraglio and R. Poli, “Geometric crossover for the permutation representation,”

Intelligenza Artificiale, vol. 5, no. 1, pp. 49–63, 2011.

141



Published Work

by

Fernando Lezama Cruzvillasante

Journal Publications:
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