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Abstract

Autonomous Vehicles have generated an emerging interest in demanding applica-
tions due to their great potential to move toward a particular site and perform some
specialized work (such as goods transportation, exploration, and work tool manipu-
lation), especially in remote environments which can be dangerous, unsuitable, and
inaccessible for humans. Despite the great potential of Autonomous Vehicles, includ-
ing safety and productivity, their use is not widespread because of the complexity to
define the robotic vehicle configuration. Besides, current design processes rely on the
designer’s experience, require long periods of time and signify high investments. Thus,
practical approaches for their configuration are needed.

This thesis focuses on the development of a method for the synthesis of an Au-
tonomous Vehicle configuration, based on the analysis of both the task and the envi-
ronment. The method assists to determine a suitable configuration to that serves as a
comprehensive foundation in the building of the robotic vehicle. The configuration is
expressed as a hierarchical and modular structure of interlinked components that fulfill
the requirements to perform a given task under the constraints of a certain environ-
ment. The components implement the functionality of a composition of motions that
solve the task. This composition is selected through a preliminary analysis, in which a
geometric description of the task and the environment is used to combine motions and
to find viable compositions (possible solutions). Each motion of the selected composi-
tion becomes a component or component set into the vehicle structure. To select the
components, the method uses criteria of Robotics and engineering principles for pro-
viding of autonomy to the configuration, as a function that correlates the perception,
the control, the positioning, and the geometry of the robotic vehicle.

The definition of the requirements, the geometric description, the combination of
motions, the selection of the fundamental composition, and the gradual fulfillment
of the configuration with the proper components are derived through this systematic
framework, exploiting the vast inventory of technologies and products developed by
decades of engineering and robotic research.

The implementation of this method is illustrated through a real request for the
underground mining domain. The major result of this research work has been the
formulation and validation of the proposed framework as a suitable approach to sys-
tematically determine the Autonomous Vehicle configuration.



Chapter 1

Introduction

Robots are an integration of mechanics with electronics and information technology
into a proper configuration to perform tasks in diverse domains, e.g., manipulators
or mobile robots equipped with actuators, sensors, and tools under control systems.
Many tasks require for mobile robots that must move toward a particular site and
then perform some kind of work involving manipulation of tools. Autonomous Vehicles
(AVs) have this great potential to navigate and perform tasks in remote environments
where humans hardly can accede and there exist hazardous conditions of operation.

Robotic practitioners have developed robotic vehicles for several decades, beginning
the building of mobile robots for scientific research and indoor applications. Despite
the significance of this research work, almost of these mobile robots are confined to
laboratories and limited for experimental applications, i.e., these mobile robots are
restricted to perform tasks that have to cover a large workspace or for supporting a
significant payload. Recent research efforts have addressed to develop the technology
and components for building of AVs in outdoor applications, involving the configura-
tion of robotic vehicles from the automation of an existing vehicle (such as conventional
farming vehicles) to an innovative vehicle design (such as planetary rovers).

The AV scope includes land applications such as agriculture, construction and mining;
in marine applications such as search and rescue, underwater exploration, and envi-
ronment monitoring; in air applications such as mineral exploration, meteorology, and
military reconnaissance; and in space applications such as planetary exploration. This
diversity of tasks and environments results in a wide variety of robot configurations. A
configuration depends on the appropriate components that must fulfill the requirements
of the task and the environment. Configuration is hence the foundation to built and de-
ploy of an operational AV that performs the assigned task in the expected environment.

1



2 Chapter 1. Introduction

Despite its implication, the process for systemizing of AV configuration has not been
addressed. In fact, current configuration processes to implement AVs are performed in
an ad hoc manner, relying on designer’s experience and intuition. To make practical
the configuration and construction of a robotic vehicle, this thesis proposes a method
to systematize the synthesis process of the AV configuration, by means of an analysis
of the required task and the environment to identify the components that perform the
task. The approach suggests that the components could be selected and assembled to
rapidly and cost-effectively construction of the AV, exploiting the universality of the
conventional vehicles reserved for a particular purpose, such as mining, construction
or agriculture, and using the inventory of products and technologies that have been
developed during decades of robotics research and engineering.

The method focuses on the configuration of a wheeled robotic vehicle to perform au-
tonomously an underground mining task. The configuration definition involves the
identification of the necessary motions to achieve the task in this confined environment
and the selection of the components (e.g., actuators, sensors, tools, and the wheeled
vehicle) that implement such motions. The systematic analysis investigates the vehi-
cle dimensions (e.g., wheelbase, wheel diameter), the vehicle kinematics (e.g. steering
mechanism), and sensor requirements (e.g., sensor range) to improve the level of au-
tonomy required for the positioning estimation, control, and perception performance,
using parametric comparison of components under the expected conditions of oper-
ation (e.g., tunnel dimension, terrain properties). The solution representing the AV
configuration is a tree structure that serves as a comprehensive layout to pursue the im-
plementation of the robotic vehicle, which should be supported by a detailed process
for the electromechanic adaptation of the selected components. The formulation of
such process of adapting goes beyond of the scope of this thesis.

This chapter describes a general overview of this research work, reviewing the pro-
posed method that has been formulated under the aforementioned context. The re-
search motivation is presented, as well as the thesis problem, the thesis statement,
and the investigation scope are introduced. A summary of the approach for synthesis
of AV configuration is presented in this section; Chapter 3 constitutes a more com-
plete description of the proposed method. Finally, an outline of the thesis and a brief
description on the contents of each chapter are also presented.

1.1 Motivation

The emerging applications of the AVs call for pragmatic approaches to assist their
synthesis process. Several tasks are well suited for automation through such robotic
vehicles. These Autonomous Vehicles are composed of interlinked components with
multiple choices for each of them; thus, a systematic framework can assist the designer
in identifying for an effective configuration to lead the selection of the components.
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Since AV applications are so different, prototyping an operational AV can become
an expensive process, requiring several prototype iterations; hence it is practical to
design the robotic vehicle apriori through a configuration that facilitates its imple-
mentation. Moreover, the synthesis is a complex assignment in which are involved an
ample number of components of diverse engineering (such as mechanical, electronic,
and programming). Consequently, the development of robotic vehicle is an extensive
integration process of conventional and robotic components.

These observations motivated this research. The identified lack, in the state-of-practice,
is for a practical framework to direct the AV synthesis development. This thesis for-
mulates such a systematic framework in which the implementation of an AV can be
facilitated by defining the suitable configuration and by exploiting the vast inventory
of components developed by the broad disciplines that converge in Robotics.

1.2 Problem Statement

A fundamental potential of Autonomous Vehicles is to increase the human abilities
to perform diverse tasks especially in hostile and remote environments, in addition
to the improvement of the safety and productivity issues. Despite these advantages
of AVs, their use is not widespread due to the complexity to define the robotic ve-
hicle configuration. Moreover, there exists no theory or methods for the systematic
translating the requirements of a task within an expected environment into an AV con-
figuration. Instead, the current design processes rely on design team experience and
intuition (such as traditional brainstorm), and require long times and high investments.

Although, the state-of-the-practice has experimented significant advances in the au-
tomatization of many tasks in diverse applications, such as mechanical assembles and
machining of products. Further reflections on tasks executed in unstructured envi-
ronments, indicate the absence of these systematic efforts for the specification of such
tasks and their automatization into the appropriate definition of the robotic vehicle
configuration. In this context, different tasks that could be automated, such as the
intensive labours in the underground mining domain, must be made manually, even
though in the engineering the necessary components exist to the achievement of these
tasks autonomously (i.e., sensors, actuators, control schemes, and mobile platforms).
Thus, pragmatic approaches for synthesis of AV configuration are needed in order to
reduce the design process complexity and to extend the AV use in a wide variety of
emerging applications.

1.3 Thesis: Synthesis of an AV Configuration

The thesis is focused on the development of a method to create a rational AV config-
urations from concept to implementation, based on a geometrical analysis of both the
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task and the environment, also with an analytical process of the vehicle kinematics.
The objective of this research is to formulate and implement a systematic framework to
find the appropriate candidate configuration that serves as foundation in the building
of a robotic vehicle to perform a required task with certain level of autonomy in a finite
environment. This research work addresses to validate and prove the thesis that:

The geometric abstraction of both the task and the environment, and the
analytical relation among their specifications and constraints are fundamen-
tal elements to synthesize Autonomous Vehicles. This synthesis depends on
a structured model description, and a method based on these elements to
systematically transform the task and the environment requirements into
components of the model.

1.4 Thesis Scope

Throughout this thesis, an AV is a well configured system that can be represented by a
structured model. It is a hierarchical structure of interlinked subsystems and modules,
which must be instanced with the proper components that fulfill the specifications to
perform a task under the constraints of a certain environment. Thus, the challenge
of this approach is the identification of the entire subsystems and their hierarchical
interaction for the fulfillment of each module with the proper components. Moreover,
the thesis implicitly considers the AV controller to be embedded in the hierarchical
architecture in which the higher layers provide a series of actions to the lower layers.
The lower controllers deal with the basic issue of converting actions into execution
commands.

The configuration of the AV system aims at a fundamental hypothesis, it is that the
necessary components to develop an operational AV already exist. These components
include sensors, actuators, mobile platforms, and algorithms that must improve the
robotic vehicle performance by allowing the successful completion of the assigned task.
This thesis assumes a reliable degree of autonomy where the vehicle is controlled by
itself without the aid of a human operator exclusively during the execution of the task.
To this end, the autonomous behavior implicates the estimation of the vehicle state
to provide safe and effective control of its actions as perceived by its sensors. Thus,
the definition of the configuration concerns an analysis of autonomy that takes into ac-
count the positioning, control, and perception performance against the suitable vehicle
kinematics, rather than being regarded by intelligence and learning capabilities, such
subjects are beyond of this research.

Besides, the robustness of the AV prototype emerges out through the distribution of
the functionality and the interaction between subsystems, involving the individual ro-
bustness of every component. This robust performance is assumed in the scope of
well-defined functions and conditions of operation derived by the framework for each
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subsystem and component, respectively. In this context, the thesis does not attempt
to investigate the mechanisms of detecting faults, assessing the impact of subsystem
failure, and redundancy resolution to maintain fault tolerance, if one of the selected
components fail or is immobilized.

The systematic framework assumption is that the Autonomous Vehicle objective is to
perform a specific task, using suitable components, under three essential functions: 1)
mobility around its workspace to navigate and carry on the rest of components, 2) ca-
pability to reach a particular position and orientation, and 3) the actuation of tools for
the achievement the required task. These three functions are placed into the context of
the mining vehicle example. The goal of the synthesis process is to define in detail these
essential functions into the configuration, which is identified as the best composition
of basic motions in terms of their functionality to perform the task, by then select, of
an inventory, the components that implement the function of every motion within the
basic composition.

This process implies a design philosophy in which the Autonomous Vehicle, to be de-
signed and built, is composed of individual components that are configured separately
and finally integrated into the structured model to reduce the complexity. Only in this
way the robotic system can be designed and analyzed efficiently and comprehensively.
Thus, the implicit decomposition, normally driven by the idea one function-one mod-
ule, leads to modular (horizontal) designs over hierarchical level (vertical), forming the
generic tree structure to express the AV configuration. In this engineering perspective,
such philosophy has enormous advantages, since modularization is one of the essential
virtues for the design of systems; modules can be tested independently of one another
and combined in larger systems under rational way.

The configuration process may be formally defined as the creation of a synthesized
solution in the form of the hierarchical and modular structure, afterward the mapping
of the requirements of the functional domain into the physical domain of the robotic
vehicle. In this perspective, the method centers on the requirements of a definite task
in a finite environment, to pursue the identification of the specifications and boundaries
the components for the correct and efficient achievement of AV task, including its own
safety.

The configuration for an underground mining application is a case of implementation
and evaluation for the proposed method. The framework will be used to configure an
Autonomous Vehicle as the prototype for surveying the tunnel profile under the tough
constraints of an active underground mine, a challenging real-world task requested
explicitly by a mining company. Addressing issues of synthesis for such AV configu-
ration would gain a significant amount of aware for other realistic applications, such
as agriculture, construction, forestry, and transportation, where the framework can be
employed and its formulation has been focused.
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1.5 Approach

When not having a predefined or an arbitrary configuration, this systematic framework
is distinct from existing design methods and those that use creative brainstorming to
generate possible solutions. The configuration is expressed in a structure of components
that should fulfill the specifications to perform a given task under the constraints of
a certain environment. The components embody the functionality of a composition of
motions that solve the task. The composition is selected through a geometric analysis
of the task and the environment to combine motions and to find viable compositions.
Each motion of the selected composition is mapped as a component or components,
which correlate the operation parameters of the motion concerning the task specifica-
tions and environment constraints.

Emphasis is placed on autonomy analysis during the selection of components, using
robotic criteria and engineering principles through mathematical expressions that re-
late the task requirements to the component features. A reliable degree of autonomy
requires that the vehicle be controlled by itself to navigate, following a given path and
avoiding obstacles. Key to mobile robot autonomous performance is accurate posi-
tioning, which implicates that the vehicle positioning must be estimated to provide
safe and effective control. In this analysis, the configuration is discussed to improve
positioning, control and perception from robotic vehicle kinematics.

The Figure 1.1 shows the method for synthesis of AVs, which follows a general system-
atic procedure of first defining the task; second, finding possible solutions; and third,
implementing the basic configuration that ensures a suitable robotic system through
of the System Abstraction, System Analysis, and System Design phases. The model
representing the robotic vehicle configuration is integrated gradually with the results
provided by the method into the AV structure, a layout that contains enough informa-
tion to pursue the implementation of the robotic vehicle prototype.

In the System Abstraction phase, the information of the task and the environment is
converted into the Configuration Requirements, defining the Geometric Description,
which is generated from a geometrical analysis to describe what and where the task is
to be accomplished. These outputs are reviewed and used in the subsequent phases to
generate possible solutions and to define the AV configuration. In the System Analysis
phase, the functional relation of the configuration is characterized as a set of sub-
systems that are defined from the required motions to perform the task inside the
Geometric Description. A feasible composition of motions is a chain of fundamental
motions, which are adjusted property and constrained by the rest of attached motions.
The compositions are considered as templates to define the functionality of the vehicle.
Then, each composition is evaluated to select the most appropriate template, using sim-
plicity and uniformity criteria in its configuration space, producing the Configuration
Parameters of the Basic Configuration, such as range, execution order, and constraints.
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Figure 1.1: Proposed framework for synthesis of AV configurations.

Both Configuration Requirements and Configuration Parameters are used in the Sys-
tem Design phase as technical specifications and metrics to select each component, in-
volving mathematical expressions that relate these values and the component features.
In this phase, the method uses an inventory of actuators, sensors, control elements, and
mobile platforms. The selected components generate their Component Requirements,
which are actuation-sensing specifications and constraints that also are analyzed to
avoid propagation of conflicts or technical contradictions.

A feasible solution is defined when the Configuration Requirements, the Configuration
Parameters, and the Component Requirements have been satisfied and the Basic Con-
figuration is transformed into a complete structure of subsystems and modules that
integrate the physical and logical components synthesizing the AV configuration. The
System Design phase ends with the integration of the selected components into the AV
structure, which should serve as guide to conduct and facilitate the implementation of
the robotic vehicle prototype.



8 Chapter 1. Introduction

The implementation of the geometrical analyses, the analytical equations, and the sim-
ulations are encoded in computational procedures, which are structured independently
to carry out systematically the various analytical studies and allow the incorporation
of additional processes. The procedures produce both numerical data and parametric
graphs that allow a comprehensive interpretation of the quantitative relation among the
robotic vehicle performance, the component features, and the environment properties.
In this context, the designer must compile all the information and the numerical results
in spreadsheets and tables that serve as input and output interfaces (e.g., Configura-
tion Requirements and Configuration Parameters) to interact with the computational
procedures and to fulfill the AV structure. Thus, designer’s intervention is implicated
to manipulate the current instantiation of the framework, and to evaluate the para-
metric results that serve as trade-offs to support the design decision for synthesis of
the AV configuration.

It is important to make note that the intention of this systematic framework is ad-
dressed neither to automate the synthesis process nor to relieve the designer; instead,
the framework assists the user in developing the design processes to define a viable AV
configuration. The core of this research is to validate the proposed method, apply it
to obtain an AV configuration in the underground mining domain, and to illustrate its
fundamental contribution issues:

• Formulation of a systematic framework to synthesize an AV configuration, from
the task and environment requirements to support the implementation of the
operational robotic vehicle, based on the use and adaptation of conventional
vehicles produced during decades of engineering.

• Definition of the configuration, consisting in a functional structure, through an-
alytical and geometrical analysis, rather than designer experience.

• Integration of autonomy analysis to detail the robotic vehicle configuration, lead-
ing trade-offs to select the locomotion component and its actuation and sensing
components.

• Introduction of analytical expressions derived from reformulated kinematic mod-
els of steering geometries to evaluate and compare their fundamental differences,
in the expected positioning and control errors, and the estimated perception pa-
rameters.

• Introduction of a positioning uncertainty evaluation to relate the performance
of an Ackermann vehicle to the expected sensor uncertainties, simulating the
assigned task.

• Formulation of the analytical and geometrical processes in individual computa-
tional procedures, to maximize the parametric information from each analysis of
the systematic framework. In addition of making this framework available as an
analysis toolkit.



1.6. Document Outline 9

1.6 Document Outline

The derivation of the systematic framework is detailed in this thesis, developing the
proposed framework for synthesis of an Autonomous Vehicle prototype, which is con-
figured to perform a task of the underground mining domain. This thesis is composed
of nine chapters and three appendices. This chapter serves as an introduction and
overview of the work.

Chapter 2 summarizes relevant works that address the synthesis of robotic systems.
Related literature is reviewed in this chapter, linking topics to the implementation of
Autonomous Vehicles. Chapter 3 describes the proposed framework, and outlines the
fundamental phases to generate the rational configuration.

From Chapter 4 to Chapter 8 is presented the development of the proposed framework
applied to the underground mining task. A first synthesis experiment allows the im-
plementation of an AV prototype to be rapidly deployed, as a viable solution of the
tasks from the selected and available components, validating the proposed method.
The geometrical and analytical process of this exercise is developed in the Chapter
4, whereas the integration and the implementation of the prototype are presented in
Chapter 5.

A second configuration is formulated as a generalization of the previous exercise, but
also by an analysis to configure an AV with certain degree of autonomy that correlates
perception, control, positioning, and kinematics of the robotic vehicle. This later con-
figuration is developed through the Chapter 6, Chapter 7, and Chapter 8.

Chapter 6 presents the autonomy analysis, related to the System Design phase, to
identify the kinematics requirements that improve the position estimation, the control
and the perception requirements, from a parametric comparison of different steering
mechanisms, which are investigated under equal operation conditions, to select then
the proper kinematics for the AV configuration. In this analysis, three steering mecha-
nisms are examined: Ackermann Steering (AS), Articulated Steering (RS), and Explicit
independent Steering (ES).

Chapter 7 addresses the analysis to investigate the quantitative sensor requirements for
improved the position estimation of the selected kinematic vehicle. Simulation results
are presented for estimated the degree of uncertainty in the odometry and absolute
sensors by allowing the reliable achievement of the task.

Chapter 8 describes the integration of the complete configuration for the synthesis of
the AV to perform the task. This configuration involves the results produced by the
systematic framework.
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Finally, the Chapter 9 summarizes the contributions of this thesis, presenting the con-
clusions and suggestions for future developments. The appendices to this thesis give
detailed information on specific topics related to the work presented. Appendix A
presents the detailed abstraction of the Geometric Description of the task. Appendix
B presents the kinematic models of the Ackermann, Articulated, and Explicit indepen-
dent vehicles. Appendix C presents a description of an Extended Kalman Filter (EKF)
that is used for the position estimation.



Chapter 2

State of the Art

Autonomous Vehicles are composed by an appropriate configuration of electromechan-
ical and information components, which provide the capability to perform the assigned
task. The development of a method to determine this configuration is the purpose of
this thesis which is motivated for the technological progress that has been made in AVs
and their suitable potential that concern with diverse applications.

This chapter describes a general background related to the research focus with the topic
of robot configuration. Research works on synthesizing robot configurations have been
in the field of modular robots; most of these approaches have defined the configuration
of a manipulator or a mobile robot. For example, the configuration of manipulators
has been done with the combination of prefabricated links and joints [Tesar 89]. The
use identical components has been also explored, in which the components can be com-
bined to generate manipulative and locomotive configurations [Yim 02].

Other works have used different components that include mobile platforms, actuators,
wheels, and power systems, to produce the robot configuration [Leger 98, Farritor 01].
These approaches have applied search techniques to automate the selection of the ro-
bot configuration, through the parametric optimization of pre-defined configurations.
Whereas, the analytical approaches for synthesis of robotic systems have been limited
to the comparison amount possible candidates and the definition of the configuration
of a specific element of entire robotic vehicle, such as the locomotion subsystem of a
wheeled robot. However, the successful development of robotic vehicles reported in the
literature exhibit the feasibility to build operational of AVs. This is the case of the
automation of conventional vehicles to perform tasks in or out of their original purpose.

The following sections, divided into modular approaches, automated approaches, ana-
lytical approaches, and Autonomous Vehicles sections, briefly describe the efforts most
relevant and complimentary to this research.

11
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2.1 Modular Approaches

The concept of modular robots has been of interest in Robotics since various decades.
Several techniques for robotic prototypes have been developed during this effort. This
kind of robotic systems consists of modular components to generate the configuration
of manipulators and mobile robots through these techniques, where the selection of the
type and number of modules are of concern studies on kinematics and dynamic.

2.1.1 Manipulators

Extensive indoor applications have motivated research in developing modules to built
manipulators. These works include links and joints as modular components to generate
automatically the Denavit-Hartenberg (DH) kinematic parameters from geometric de-
scription of various prefabricated modules, defining the forward and inverse kinematic
models through a numerical method [Kelmar 88]. The goal is to define mechanical de-
sign of planar modular manipulator using the performance arm as criteria to meet the
task requirements [Ambrose 94] and to find an optimal assembly robot configuration
that is generated from a given topology and number of degrees-of-freedom (DOF). The
motion equations are then derived using a matrix representation of the manipulator
kinematics for a specific task [Chen 97].

Other approaches find kinematic shape, according to task specifications and predefine
configurations for which optimal parameters must be chosen, using some search tech-
nique. In [Paredis 93] has been used the simulated annealing, assuming the existence
of a methodology that accept the task requirements as input, to determinate the DH
parameters of a manipulator which must reach specified positions and orientations.
The minimum DOF and reachability of a trajectory are used as criteria through a
modified evolutionary algorithm to define the kinematic parameters of a manipulator
for space application [Kim 93].

[Chen 95] have employed prescribed robot topologies to define the assembly configu-
ration of a manipulator, which is solved as an optimization problem that considers
obstacle avoidance in a computational simulation. The best mechanism is chosen from
a data base of possible configurations for following a trajectory [Chedmail 96], so as
to determine the manipulator configuration and its base position [Paredis 96a]. Other
approaches have used evolutionary techniques from random seed to define the manipu-
lator configuration for a 3-D trajectory [Chocron 97], to determine the necessary robot
configuration and then identify the optimal link length [Han 97], and to select sev-
eral parameters for a manipulator, determining the type and the optimal parameters
of shoulder and wrist joints [McCrea 97], and using only one type of link and joint
[Matsumaru 95].
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2.1.2 Mobile Robots

The designs of mobile robotic systems have been also explored, using modular compo-
nents, in which identical modules can be combined to generate not only manipulation
but also the capability of locomotion. The key of these approaches is the creation of
more complex modules and configurations, which are built from simpler ones.

For instance, in [Hornby 01] have been produced 2-D locomotion configurations from
predetermined modules through of language design and an evolutionary algorithm. For
adapting to a task in a particular environment, [Pamecha 96] have used mechatronic
modules that can connect and disconnect to provide self-reconfigurability. The new
configuration is reached from initial configuration using simulated annealing to drive
the motion plan of the reconfiguration. The control decentralized approach to reach the
new configuration using identical modules is used in [Yoshida 97], in order to provide
self-reconfiguration and self-repair, avoiding the deadlock of the modules.

In the case of 3-D locomotion configurations, a manipulator is composed in [Fukuda 90],
by homogeneous modules; its configuration is defined through the allocation of each
module, determining the module combinations and the length between those modules
to form a specific degree of freedom or joint, in order to follow the trajectory of the
assigned task. Several configurations have been proposed for legged or climbing robots
[Kotay 97], with self-maintainability by rejecting faulty modules [Murata 98], that can
change its shape according to the locomotion [Unsal 00], that can modify its locomo-
tion gaits [Yim 00], employing in all these approaches identical modules, which consist
of the mechanical, electronic, and software components to create an autonomous unit
or autonomous modules.

The aforementioned research works illustrate the notable advance in robotic technol-
ogy. The core of these researches is that the modularity in electromechanical and
control design allows the design of a manipulator or of a mobile robot that is appro-
priate for a given task. Though, the area of robot design has been much prior work,
using modular components; this review leads a fundamental observation. It is evi-
dent that these robotic systems are limited for tasks that require large workspace or
support a significant payload, e.g., tools to achieve tasks in unstructured environments.

This feature of modularity, certainly also, leads to some dependency between the num-
ber of modular elements and the type and diversity of configured robots. Such de-
pendence results in reduction of suitable robotic systems, especially, produced with
identical modules.
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2.2 Automated Approaches

Robotic research has expanded to works that use a set of different modules that in-
clude mobile platforms, actuators, wheels, and power components to produce useful
robot systems, such as manipulators and legged robots. To identify robot configura-
tion, these approaches use engineering filters to reduce the search space and then an
adaptive search technique is applied to select a robot configuration and its motion plan
[Farritor 96, Farritor 98]. The core of this approach is the hierarchical selection process
from the task and environment description, through the prefabricated hardware and
software modules.

To find the optimal combination of components for certain required locomotion, a ge-
netic algorithm (GA) is used through a hierarchical evaluation from mathematical to
full simulation [Chocron 99]. An intensive task simulation, for a population of possi-
ble robot configurations, generated from parameterized modules, uses an optimization
algorithm based on genetic programming to reproduce individuals that optimize per-
formance requirements [Leger 99].

These mentioned methods focus on optimization of multiple performance metrics and
solution of constraints from predefined robot configurations, which are generated by
designer experience, as well by means of a random combination of a finite set of mod-
ules. Thus the initial definition (form or topology) of the configuration is previously
decided and implicitly synthesized as a legged robot or a manipulator. This is a lack in
these approaches, since the definition must constitute a fundamental phase of synthesis
process, in which a rational configuration of the robotic system is defined from concept
to its implementation through the task and environment requirements.

In addition to the approaches outlined above that attempt to automate the configu-
ration process, there are works that define a formal grammar for artifact description
and its representation [Roston 94]. This language definition is completed with a com-
putational environment for the automation of robot design synthesis and optimization
[Katragadda 99]. The engineering designs are applied into diverse domains; efforts that
are focused on formal methods, rather than ad hoc methods [Antonsson 01].

2.3 Analytical Approaches

The design processes, based on the derivation of parametric and analytical solutions,
have received attention from the robotics community. [Bares 91] proposes a systematic
approach to generate the configuration of walking robots in which have been used the
locomotion kinematics of candidates including mechanisms that roll, walk, or combine
rolling and walking. This effort proves an analysis on terrain surface as a criterion to
select wheeled or legged robot configurations [Todd 85] and geometric evaluation of
gaits to analyze the performance for the candidate walker robots.
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The criterion regarding the property of terrain is also included in the work for synthesiz-
ing a locomotion system [Apostolopoulos 01], examining the detailed configuration of a
planetary robotic system for exploration of barren terrain and finally implementing the
analytical configuration of wheeled robots. The derivation of configuration equations is
presented, involving the estimation and optimization of configuration parameters, also
with the predictions of performance from analytical models, based on the all-terrain
and conventional vehicle works [Bekker 69, Wong 93].

The synthesizing wheeled system is generated through the formulation of analytic ex-
pression or mathematical functions that relate the environmental and task parameters,
with the configuration and performance parameters. Although this computational
framework is only addressed to the configuration of robotic locomotion, this work and
the previous [Apostolopoulos 96] have been a substantial foundation on the work of
the thesis here presented.

2.4 Autonomous Vehicles

The major reason for considering the use of Autonomous Vehicles is their ability to
move toward a particular location and to perform some kind of task automatically.
Potential applications are in demanding situations and environments where it is not
feasible or safety to send humans to achieve the work. Deep underwater exploration
and an excavation labor in mines are examples of such tasks.

Mobile Robotics has faced the development of robotic vehicles for several decades. The
early implementations attacked problems from indoor applications under structured
environments. The first works served as platforms or testbeds for purely scientific re-
search purposes, such as navigation and exploration using AI approaches. Although
the mobile robots for indoor applications offered, and still offer, many interesting con-
tributions and technological challenges, the implementation of Autonomous Vehicles
for outdoor applications started to be required gradually. The effort has been in the
development of robotic vehicles for diverse application sources, which involve from in-
dustrial or civil environments, originally driven to perform heavy and hazardous work,
into hostile and remote environments. Within that context, the Robotics discipline has
created the necessary technology to develop AVs [Gage 95, Everett 95, Meyrowitz 96,
Borenstein 97, Durrant-Whyte 01, Stroupe 01].

In the impetus for the development of AVs, Robotics has taken different approaches
when implementing the robotic system that carries onboard all the required components
to the achievement of the assigned task, including locomotion mechanisms, actuators,
and sensors. These approaches have been from innovative designs, passing by the de-
signs based on the nature, to automate existing vehicles. For instance, this is the case
for the AV development where a traditional ground vehicle, initially designed to be lead
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by a human, is adapted to perform robust tasks. Tasks that can be not only agreed
with its original definition, but also concerned with its universality of mobile platform,
taking advantage of the enormous existing tradition in engineering associated to the
design and construction of vehicles of all type, such as automobiles, trucks, and so on.

Projects for autonomous driving have had important and favorable results, using light
trucks or buses [Thorpe 91b, Thorpe 91a, Thorpe 97]. AVs have been extensively car-
ried out in the automation of land vehicles for agriculture [Pilarski 99], construction
[Stentz 98, Cannon 99], utility [Trebi-Ollennu 99, Fong 03] and mining applications
[Hurteau 92, Steele 93, Scheding 97, Stentz 99, Stentz 01, Thrun 03]. Also, the devel-
opment in original designs for planetary exploration domain have demonstrated the
potential of the AVs [Hayati 97, Rollins 98, Fiorini 00].

However, these works aim either the task automation of the vehicle for which it has
been made or the development of a specific technology for scientific research purpose.
Additionally in these works, the process of implementation is limited to a description
of the wide range of deployed technologies, including sensors, actuators, electronics,
and mechanics, but lack of a description of the deployed synthesis process for the con-
figuration choice during the implementation of such robotic systems.

2.5 Summary

Through this review in the area of robot configuration, it is evident the absence of
a theory or method to synthesize an Autonomous Vehicle from its concept to its im-
plementation. Thus, systematic synthesis approaches for a practical use of AVs are
required. This is intended with the proposed method in this thesis, a framework to
systematize the configuration and construction of AVs. A synthesis framework that
takes advantage of the inventory of products that has been developed during decades
of robotics research and engineering. In particular, the extensive expertise on vehicle
designs of traditional engineering, the concepts of the modularity, the task-environment
oriented, and the derivation of analytical solutions to define the Autonomous Vehicle
configuration.
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Systematic Framework

Vehicle configuration can generally be defined in terms of form, size, weight,
and power [Bekker 69].

Selection of vehicle configuration is primarily based on mission and opera-
tional requirements and on the environment in which the vehicle is expected
to operate. To define an optimum vehicle configuration for a given mission
and environment, a systems analysis approach should therefore be adopted
[Wong 93].

This chapter describes the systematic framework that is used throughout this thesis
for the synthesis of an AV configuration. The configuration is expressed as a struc-
ture of components that fulfill the specifications to perform a given task under the
constraints of a certain environment, allowing the construction of the robotic system.
The components embody the functionality of a composition of motions that solve the
task. The composition is selected through a preliminary analysis, in which a geometric
analysis of the task and the environment is used to combine motions and find viable
compositions. Each motion of the selected composition is mapped as a component or
component set, which integrates a specific subsystem into the vehicle structure. The
components are selected using criteria of Robotics and engineering to provide a suitable
AV configuration that performs the given task with certain level of autonomy.

The definition of the requirements, the geometric analysis, the combination of mo-
tions, the selection of composition, and the fulfillment of the configuration with the
components are derived through this proposed framework. The framework includes
engineering and robotic principles, involved in analytical and geometrical processes, to
configure the robotic vehicle. It is as a computational and practical framework that
takes advantage of the technology developed by engineering and Robotics. The follow-
ing sections address a more detailed description of the formulation and the composition
of the systematic framework; whereas, its implementation will be developed in the next
chapters.

17
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3.1 Autonomous Vehicle Synthesis

The systematic framework leads the synthesis process and assists with all the analyses
to determine viable Autonomous Vehicle configurations. The method represents the
vehicle configuration as a tree structure of interlinked components. Such structure is
integrated gradually with the results provided by the method from functional analy-
sis and leads to analytical selection of components. The synthesis process follows a
general systematic procedure of first defining the task; second, finding possible solu-
tions; and third, implementing the basic solution that ensures a suitable robotic system.

Figure 3.1 depicts the method for synthesis of AV configurations; the left-hand branch
overviews the three gradual phases that compose the systematic framework: System
Abstraction, System Analysis, and System Design; the center branch overviews the
results of every phase; whereas the right-hand branch shows the progressive fulfillment
of the structure to define the AV configuration.
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Figure 3.1: Systematic Framework
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The systematic framework begins in the System Abstraction phase, in which all the
information of the task and the environment is converted into Configuration Require-
ments and defined as a Geometric Description. These outputs are used in the subse-
quent phases to formulate and verify the functional features and the implementation
of the robotic system.

In the System Analysis phase, the Basic Configuration is identified as the composition
of fundamentals motions that cover the Geometric Description. This composition is
considered as the most appropriate template to define the functionality of the robotic
vehicle. All the motion parameters of the template are mapping into the Configuration
Parameters.

A feasible solution to configure the vehicle is defined in the System Design phase, when
the Configuration Requirements, the Configuration Parameters, and the Component
Requirements have been satisfied. Then the Basic Configuration is transformed into a
structure of subsystems that integrate the physical and logical components for synthesis
of an Autonomous Vehicle. This phase ends with the implementation and the exper-
imental verification of the vehicle Prototype. These phases combine geometrical and
analytical procedures that relate the task specifications, the environment constraints,
and the robotic vehicle requirements of autonomy.

The following sections present each one of the phases for the AV synthesis, involving
a description the modules that compose every phase and specifying their inputs and
outputs. Section 3.2 describes the phase to define the requirements of the task and the
environment in qualitative, quantitative, and geometric terms. Section 3.3 presents the
geometrical process to find possible solutions in terms of fundamental motions, i.e. the
analysis of the robotic system. Section 3.4 describes the analytical process to select
the components for the design of the robotic system, implementing the basic solution
that is defined in the System Analysis phase.

3.2 System Abstraction Phase

The synthesis process develops a systematic transition from information about a task
to concrete components. In the System Abstraction phase, the task and environment
information, i.e., specifications and constraints, are used as input to define the Con-
figuration Requirements and the Geometric Description. This abstraction refers with
defining both specifications and constraints of the task and the environment, including
the sort of task to be performed and its operational conditions, also with the geometric
and the physical properties of the environment in which the AV is expected to operate.
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Table 3.1: Configuration Requirements

Task & Environment Specifications Configuration Requirements

Task resolution less than 1 cm task resolution ≤ 0.01 m

Run Operation greater than 2 hour 2 h ≤ run time
Environmental Temperature temperature ≤ 40 ◦C
between 10 ◦C and 40 ◦C 10 ◦C ≤ temperature
Power:
No fuel (combustible) ¬fuel

3.2.1 Task Definition

The information is converted into Configuration Requirements, which consist in a re-
quirement list that quantifies the features of the task and the environment and serves
as metrics and criteria to detail the vehicle configuration [Apostolopoulos 96]. The
Configuration Requirements are specified as algebraic expressions where a set of vari-
ables (quantifiers) relate to the different features of the robotic system.

These expressions denote the scope of the specifications and the constraints as inequal-
ities that define the set of values which can be taken by quantifiers [Brooks 81], such
as the conditions and properties of the environment or the required performance of
task. For instance, to specify a resolution better than 10 cm for a given task, the
configuration requirement is defined with the quantifier task resolution and expressed
as follows:

task resolution ≤ 0.10 m

All these collected requirements result into a table of Configuration Requirements, such
as is shown in Table 3.1. The table is different from application to application, but it
must detail the specifications and the constraints of the assigned task in the particular
environment. The Configuration Requirements is a list that provides quantitative and
qualitative metrics to be satisfied in the rest of phases.

The Geometric Description contains the functional relation of the task and the en-
vironment in the geometry of three-dimensional Euclidean space. This geometrical
abstraction describes what and where the task is to be accomplished, rather than how
it is to be accomplished. The Geometric Description is generated as a workspace, which
consists of points, lines, area or volume that the vehicle should reach to perform the
task in the specific environment.
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Figure 3.2: Standard Primitives: Boxes and an ellipse.

The workspace is constructed to describe either the collection of points or lines, or
area, or the volume in space, using techniques for representing solids, such as con-
structive solid geometry (CSG) [Requicha 92]. In a CSG representation the workspace
is connoted as a binary tree. Nonterminal nodes are operators, which may be either
Boolean or transformation operations, whereas the terminal nodes are standard or
general-sweep primitives [Huang 90a, Ulupinar 95], which are instantiated by the cor-
respondent values of the Configuration Requirements.

For instance, to specify the task for determining the tunnel profile into a mine, the
Geometric Description is defined by two box primitives and an ellipse primitive. These
primitives are generic shapes associated to a local coordinate frame that must be instan-
tiated by user with the quantifiers of the tunnel dimensions, which should be captured
on the Configuration Requirements. Hence, the tunnel profile is an arrangement of
two boxes of respective dimension box(a, b, c), box(d, e, f), and an ellipse of dimension
ellipse(r1, r2, h), that can specified as in Figure 3.2.

After instantiation, the primitive objects can be combined using regularized Boolean
operations. The operations are the union, denoted ∪∗; intersection, denoted ∩∗; and
difference, denoted −∗. Before the objects are intersected, united or differenced, they
must be positioned appropriately with respect to each other. This is done by trans-
lation, rotation and scaling, as need. To make this positioning, a relationship among
the local coordinate frames of the objects is identified with a single, universal coordi-
nate frame. Thus, the tunnel results to subtract the ellipse of the first box and joined
with the second box, with the respective transformations (x translate and y translate,
which are attached a common coordinate frame. The expression is conveniently repre-
sented as a tree, as shown in Figure 3.3.
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Figure 3.3: Geometric abstraction of a generic shaft and its CSG tree.

Both results of the System Abstraction phase, the Configuration Requirements and the
Geometric Description, serve as references in the subsequent phases. The Geometric
Description is a workspace on which are generated and analyzed possible solutions,
whereas the Configuration Requirements are used as guidelines to define the AV con-
figuration.

3.3 System Analysis Phase

The task and environment abstraction is followed by an analysis of possible solutions
that depict a candidate configuration of the robotic vehicle. In the System Analysis
phase, the vehicle configuration is characterized as a set of subsystems that are defined
from the necessary motions to perform a given task. An examination of these motions
serves to find out the nature and the functional interrelation of the subsystems that
should form part of the AV configuration.

3.3.1 Motion Compositions

The vehicle functionality is referred to the minimum composition of motions, or de-
grees of freedom (DOF), that cover completely the Geometric Description of the task
and the environment, considering the function of each motion and neglecting its phys-
ical and mechanical compound. Without loss of generality, the motions are considered
as parametric entities that implement either a rotation or a translation displacement
in particular direction and orientation within the Geometric Description, i.e., in the
workspace. Each motion can be associated to a point of this three-dimensional Euclid-
ean space to describe the magnitude correspondent of its movement with respect to
the common coordinate frame.

A feasible composition is a combination of these fundamental motions: rotation and
translation, forming a chain that keeps the order in which are aggregated. This or-
der is denoted by a subscript i, whereas rotation is denoted by R and translation is
expressed as P . For instance, a composition P1R2P3 represents the combination of
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Figure 3.4: Composition of motions P1R2P3.

a prismatic motion followed by a rotational and a translation. This notation makes
ample use of the geometrical and mathematical concepts on which the robotics is based
[Paul 81, Craig 86, Selig 00], such as the order in which compositions are constructed
is important. Then in general, the final result of a composition R2P3 will be different
to the composition P2R3.

In a composition, the motions are attached and could move relative to each other.
To cover fully the workspace, the operation parameters of each motion, such as the
magnitude of the movement, are adjusted property and constrained by the rest of at-
tached motions, i.e., the position and orientation of the final chained motion depends on
the predecessor motions, and the former motion chained depends on its initial location.

From the aforementioned composition P1R2P3, the position and orientation of the mo-
tion R2 depends on the motion P1, which is situated on the origin of a correspondent
Geometric Description, as shown in Figure 3.4. For example, the range of operation of
the motion R2 is from 0◦ to 180◦ to cover the ceiling of the tunnel, whereas the motion
P3 should have a magnitude equal to the range between r1and r2 of the ellipse.

The complexity of the task determines the numbers of motions required to create a
composition [Paredis 96b]. Hence, the compositions are defined through a combination
process that proposes a candidate minimum DOF for a given task based on the dimen-
sionality of the Geometric Description. When this candidate fails to reach completely
the workspace, the number of motions is increased by one. This process is repeated
until diverse compositions satisfy the criterion of reachability of the Geometric Descrip-
tion. Then, all composition variants are specified as a Configuration Template table,
since each composition is considered as a template to define the functionality of the
vehicle, when adopting at a solution.
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Table 3.2: Configuration Template of the composition P1R2P3.

Template Operating Range Composition Specifications

P1R2P3 P1 [0,h] P1 (z,d1):
3 DOF d1 ≤ h

0 ≤ d1

R2 [0◦,180◦] R2 (z,θ2):
θ2 ≤ 180◦

0◦ ≤ θ2

P2 [0,r2] P3 (z,d3):
d3 ≤ r2

0 ≤ d3

Table 3.2 shows the Configuration Template for the composition P1R2P3, which de-
scribes its parameters that are expressed by quantifiers to form the specifications of the
composition, such as the number of motions and range of operation for each motion.
For instance, the quantifier d3 specifies the operation range or magnitude required to
perform the motion P3, denoted as 0 ≤ d3 and d3 ≤ r2.

3.3.2 Composition Selection

The System Analysis phase carries out the aforementioned composition process to gen-
erate systematically alternatives of solution from the Geometric Description of the task
and the environment. These alternatives solving the task are analyzed, to provide a
rational AV configuration led by a geometrical and mathematical evaluation that in-
cludes the Configuration Space (C-space) [Lozano-Perez 83, Latombe 91, Joskowicz 94,
McCarthy 00].

A configuration of the C-space is a specification of the position and orientation of every
motion in a relative reference frame; hence, the C-space of a composition is a finite
collection of position and orientation, achieved by the motions, to reach completely
the Geometric Description of the task and the environment. A detail discussion of
geometric and algebraic methods been applied to the C-space concept can be seen in
the text [Latombe 91].

The C-space is used throughout this approach as a representational tool of the motion
relation, i.e., to represent the motion specifications, making explicit the constraints
on the motions. Thus, each composition is evaluated to select the most appropriate
template, a suitable candidate configuration for the specific task, using simplicity and
uniformity criteria in its C-space.
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Figure 3.5: Configuration space of the composition P1R2P3.

The parameterization of the C-space is obtained by representing every configuration
through the quantifiers or variables associated to each motion. Figure 3.5 depicts the
C-space of the composition P1R2P3, where d1, θ2, and d3 defines respectively all the
position and orientation for this composition.

The analysis considers the number of DOF that involve each template as one criterion
to evaluate every composition. The priority will be in those compositions that have
minor number of degrees of freedom, since each motion represents a subsystem; thus,
minimize actuated DOF is equal to minimal control and structural complexity of the
configuration.

In addition, the framework considers also a C-space formulation as other element to
analyze the candidate compositions. This formulation is a set of metric parameters for
each transformation, which are expressed in quantitative forms to allow a comprehen-
sive comparison among compositions, and finding out a fundamental composition based
on its simplicity and uniformity. To this purpose, an approximation of all C-spaces is
formulated by means polynomial functions, which can represent arbitrary shapes, such
as B-spline [De-Boor 78, Hoschek 93]. The order of the C-space approximation is re-
lated to simplicity of the composition.

Furthermore, the distribution of the displacement on the C-space for every motion is
analyzed; it is to investigate the practical span required of movement, which is con-
sidered as a histogram that shows the distribution of movements about the range of
operation of the motion.

The selection aims a computation of these parameters, which are aggregated to the
Configuration Template. A rational trade-off considers the composition of motions
that presents more simplicity and uniformity based on the motion reachability of the
Geometric Description.
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Figure 3.6: System Analysis phase.

The analysis involves the selection of the best candidate when defining the configura-
tion of the AV. This selected composition becomes a Basic Configuration, where each
one of motions is mapped as a subsystem into a hierarchical and modular structure.
To define a suitable solution from this Basic Configuration a detailed synthesis of each
one of the subsystems is required, i.e., a detailed system design. Figure 3.6 depicts the
aforementioned process involved in the System Analysis phase.

All the information about the Basic Configuration is translated as a list of Config-
uration Parameters, such as the Configuration Requirements. These Configuration
Parameters involve length, range, span, execution order, and constraints of each mo-
tion, which should be satisfied and considered during the phase of System Design, since
the parameters are the requirements specifying how the task should be achieved. In
this context, implicitly the execution order of the motions, from the Basic Configura-
tion, can be seen as the basic strategy of operation for the robotic vehicle.

For instance, Table 3.3 shows the Configuration Parameters of the composition P1R2P3.
The first motion to execute is P1, it also should carry the second and the third motion,
then the second motion R2 is executed, supporting the motion P3, which is last to
execute. Thus, there exists constraints where the capacity of payload for the motions
P1 and R2 should be at least the weight of both motions R2 and P3, and the weight of
the motion P3, respectively.

At this stage of the method, a feasible candidate for AV configuration has been gener-
ated, i.e. the Basic Configuration. The AV system is structured into subsystems that
are correlated, one by one with the motions, which should be substantiated by proper
components.
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Table 3.3: Configuration Parameters of the composition P1R2P3.

Template Operating Range Configuration Parameters

P1R2P3 P1 [0,h] P1 (z,d1):
3 DOF d1 ≤ h

0 ≤ d1

h ≤ span d1

R2 [0◦,180◦] R2 (z,θ2):
θ2 ≤ 180◦

0◦ ≤ θ2

180◦ ≤ span θ2

P3 [0,r2] P3 (z,d3):
d3 ≤ r2

0 ≤ d3

r2 ≤ span d2

R2 weight+P3 weight ≤ P1 payload
P3 weight ≤ R2 payload

3.4 System Design Phase

The purpose of an AV is to move in a specified environment and to execute a partic-
ular task. Typical applications require a reliable degree of autonomy that allows the
robotic vehicle be able to perform its actions in a controlled approach without human
supervision. These actions and control should be implemented throughout the subsys-
tems that embed the functionality of the Basic Configuration. Since the subsystems
are integrated by components of mechanics with electronics and information technol-
ogy; thus, the importance role of autonomy needs to be taken into account within
the synthesis process to select such components, not only defined their physical and
mechanical solutions for whole the robotic system.

3.4.1 Component Selection

In the System Design phase, both the Configuration Requirements and the Configura-
tion Parameters are used as technical specifications and rationalized metrics to select
each one of components, involving mathematical expressions that relate these values to
the component features. The AV configuration has to be synthesize through the formu-
lation and systematic evaluation of components that should integrate the AV structure.

This structure (see Figure 3.8) constitutes an abstraction of the functional relation
of the subsystems that compose the robotic vehicle, as a hierarchical and modular
(vertical and horizontal) representation of the component interaction to support the



28 Chapter 3. Systematic Framework

conceptual and physical implementation of the AV. In this way the components are
evaluated and the interactions with other new aggregated components can be analyzed.
Thus, to establish the synthesis order, the existence of dependence and the constraint
propagation among the motions should be identified at first; then, each motion is an-
alyzed considering its functionality into the Basic Configuration.

In a practice context, the motions are mapped into a correspondent subsystem that
provides either mobility, manipulation, or the appropriate action of the assigned task,
based on the analysis of the Configuration Parameters and on engineering principles
[Nordlund 96, Ulrich 00]. An AV can be constituted into Locomotion, Deployment,
and Tool subsystems that also can be integrated by a synergy of tree parts: software,
electronics and mechanics.

Tool subsystem: consists of a specific component, or a set of components, to per-
form expressly the sort of task beeing required. In general, the motions at the end of
the Basic Configuration is mapped to this subsystem, since this motion becomes the
last motion that reaches the workspace of the Geometric Description. Therefore, this
motion abstracts the functionality of the expected task, so that the selection process to
such component depends on the task functionality and it should embody appropriately
this functionality.

The component not only must satisfy each one of the respective Configuration Pa-
rameters, but also have to meet the Configuration Requirements, which range from
technical specifications in form of metrics (such as the parameters that are associated
to an operation feature of the tool, physical principles of operation to match the span,
measurement range, resolution, and rating needed, through mathematical equations
that relate these properties) to constraints in form of guide to choose a tool. Recall
that those constraints represent the environmental conditions in which the tool must
operate that can be associated with powered by, construction material or digital result
outs.

In the example of the configuration P1R2P3, to explore the tunnel profile, the motion
P3 can be mapped as tool subsystem, operating as a distances sensor with a range of
operation at least r2 to embody the function to reach and cover the profile of the tun-
nel ceiling. For instance, a proper component to gather data can be implemented by a
scanner, video camera, or in situ instrument for the measurement of physical variables
of the environment. Whereas, a component to implement manipulation of items, it can
be a worktool to drill, cut and transport.

Deployment subsystem: must implement the functionality of the motion that allows
the manipulation of the Tool subsystem, consisting to hold and deploy the worktool in
the specific position and orientation for performing the assigned task. This deployment
of the tool must achieve conform to the identified motion of the Basic Configuration.
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Thus, the component must satisfy the respective Configuration Parameters, involving
the Configuration Requirements as the specifications and the constraints during the
selection process. This subsystem can be implemented either by a linear or rotary
motion mechanisms or robotic arms compose of several links and joints.

As in former subsystem, the selection is based on mathematical expressions that cap-
ture both the Configuration Parameters and requirements and the operation features
of the components, with regard to robotic criteria (such as kinematic, stability, and
performance analysis), but following the topology given for the Basic Configuration.
For instance, a rotary mechanism such as an electric motor can be the component that
embody the motion R2 of the configuration P1R2P3, allowing locate the distance sensor
of the Tool subsystem towards the tunnel profile.

Locomotion subsystem: is the physical interface between an AV and its environment
that allows the robotic vehicle moves to reach the desired site while carrying itself and
the Deployment and Tool subsystems. Locomotion is mapped from the former motion
of the Basic Configuration, which should have an extend parameters of operation as
its environment. Because the locomotion is the foundation of the successful execution
of the task, not only the locomotion must fulfill the above functions, but also it should
perform such actions autonomously. This is a certain degree of autonomy that corre-
lates to perception, control, and actions of the vehicle.

A reliable degree of autonomy requires that the vehicle be controlled by itself to navi-
gate, following a given path and avoiding obstacles, based on the basic strategy. Key
to mobile robot autonomous performance is accurate positioning, which implicates
that the vehicle positioning must be estimated to provide safe and effective control.
To configure the vehicle, selecting the adequate locomotion kinematics that minimizes
the position estimation error is fundamental criterion in the synthesis process of au-
tonomous vehicles, in addition the control and perception requirements.

Therefore, it is necessary to conduct a thorough analysis to identify the kinematic re-
quirements of the vehicle locomotion that improve the position estimation, control and
perception of the vehicle; since the kinematic model is derived propriety from locomo-
tion subsystem which also is the physical interface between the environment and the
vehicle or robot.

Figure 3.7 depicts the analysis for configuration of the robot by integration of basic
aspects of autonomy. The analysis establishes as input the task and environment re-
quirements that the robot must satisfy (i.e., Task model), it includes equations (i.e.,
Robot and Environment model) that capture the kinematic model and the position-
ing, the control and the perception parameters (i.e. Robot model), allowing compare
different parameters of feasible vehicles, to then select the vehicle locomotion.
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Figure 3.7: Autonomy Analysis.

The method works in the following steps:

1. The analysis uses simple steady-state models to estimate the generated error on
vehicle positioning, considering the difference between a vehicle that navigates
over ideal environment and other one that interacts with the expected environ-
ment. This calculated positioning error is used as a criterion for quantitative
comparison of variant vehicles.

2. The method leads a similar analysis to compare the requirements of control and
perception for the vehicle locomotion. The comparison is conducted under equal
conditions of operation to evaluate the performance of different vehicles, regarding
the tracking and heading errors and the estimated perception parameters.

3. The quantitative results allow the analytical understanding on the fundamental
differences among different vehicles, to lead the definition of the components
that integrate the locomotion subsystem, completing the vehicle configuration
with the required degree of autonomy.

The synthesis of locomotion component involves the Configuration Parameters of the
respective motion, and the Configuration Requirements. The analysis to choose the lo-
comotion also involves from engineering criteria, such as basic mobility studies and prin-
ciples to differentiate possible locomotion with respect to a confined environment, tra-
ditional analysis of interaction between mechanism and environment (i.e., air, ground,
and underwater), and fundamental difference among types of locomotion as rolling
and walking mechanisms to robotic criteria (such as an analysis of the traversability,
positioning error, control, perception among different locomotion kinematics, e.g., Ar-
ticulated and Ackermann steering).
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The selection of the Locomotion subsystem involves the components that provide the
positioning and consequently the control of the robotic vehicle in the specific envi-
ronment. Therefore, a positioning uncertainty analysis is developed to investigate the
positioning uncertainty evolution concerning the boundaries of sensor uncertainties, to
provide a more predictable vehicle positioning while performing the assigned task.

Analytical expressions derived from kinematic model are used to relate the perfor-
mance of the vehicle and the expected sensor uncertainties into the state estimate,
using a technique filter such as the Kalman filter. The numerical results in simulation
of the positioning uncertainty propagation yield the sensor requirements, such as the
allowable sensor uncertainties and the number of landmarks, to reduce the positioning
uncertainty.

In the example of the configuration P1R2P3, the motion P1 can be mapped as the
Locomotion subsystem to move along the tunnel. For instance, a wheeled vehicle can
be the component that develops this motion, allowing locate the Tool and Deployment
subsystems into the corridors of the mine.

Through the aforementioned analysis carried out for synthesis the Tool, Deployment
and Locomotion subsystem, the method defines quantitative results of suitable com-
ponents for AV configuration, allowing the designer to make evaluation and trade-off
decisions with regard these results to select the appropriate component for every sub-
system.

The selected components are integrated into the AV structure, instancing each one the
subsystems with all the components necessary to implement their functions. These
components generate the Component Requirements, which are actuation specifications
and constraints that imply the integration of mechanisms, electronics, and software
such as computer, communication, and power components that will support the AV
operation.

These Component Requirements are transformed as a list of quantifiers that determines
the characteristics and necessary elements to operate each component. For instance,
a selected tool can required a power supply with particular features, and a means
of communication to receive commands and to send data. Thus a detailed analysis
must integrate these Component Requirements to avoid propagation of conflicts or
technical contradictions, in addition the Configuration Requirements and Configuration
Parameters.
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Figure 3.8: System Design phase.

3.4.2 Component Integration

A feasible solution to configure the vehicle is defined when the Configuration Require-
ments, the Configuration Parameters, and the Component Requirements have been
satisfied and the Basic Configuration is transformed into a complete structure of sub-
systems that integrate the components for synthesis of the Autonomous Vehicle, as
shown in Figure 3.8.

This modular and hierarchical configuration is a combination of hierarchical and mod-
ular components that contribute with their specific functions to perform the given task.
On the top level is defined the function of the system (Autonomous Vehicle), i.e., the
task of the robotic vehicle system. Function that should be developed by the different
subsystems, forming the function subsystem level; each subsystem embodies the fun-
damental function of the motion defined by the Basic Configuration (e.g, Locomotion,
Deployment, and Tool).

The implementation for each subsystem is made by the combination of modules that
are combined to make up function module level (e.g., drive and steering modules).
These modules are integrated by the lowest hierarchical level which include electron-
ics (such as sensors, instruments and actuators), mechanics (such as actuators, and
mechanical structures), and software (developed on information processing units, and
communications), which are combined to form function component level. In this con-
text, the AV configuration is a structure of proper components, interlinked by physical
and logical interfaces, e.g., software through information processing devices that hold
also the modular and hierarchical formation.
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This structuring serves to the integration process. Individual modules can be built and
tested separately to fulfill its functionality, which will provide faster and reliable proto-
typing of the particular subsystem. This structuring also is led during the aggregation
of the subsystems since their combination support the function of the Autonomous
Vehicle. This System Design phase ends with the implementation and the experimen-
tal verification of the vehicle Prototype, consisting of the assigned task execution in
laboratory and then in the work environment to refine the vehicle configuration.

The operation of modules is ensured with the experimental testing process; if errors
are found, they must be corrected until the module operates according to the required
specifications. After that these modules are interlinked, the higher level entities into
the structure are tested to reach their proper specifications of operation. Therefore the
integration is an iterative procedure between testing and correction solutions deciding
on the operationally of the robotic vehicle.

It is important to note that the integration of the selected components involves a
detailed verification cycle, including system engineering, signal processing, electronic
circuit board design, embedded microprocessor programming, and mechanical design
(such as mounting and adaptation of components). Modeling the verification cycle is
an extremely involved process that goes beyond the scope of this thesis. However, a
reliable AV can be derived from the configuration defined by the systematic framework,
assuming the implementation of such process in the construction of the Prototype.

3.5 Summary

The systematic framework assists the user to define a viable AV configuration that
serves as foundation in the building of the robotic vehicle. The configuration is in-
tegrated gradually with the results provided by the framework, based on a general
systematic procedure of defining the task and the environment in geometric terms,
finding possible solutions in motion terms, and implementing the configuration with
the component selection, in accordance with the following steps:

• Convert the task specifications and the environment conditions into a list of
Configuration Requirements and define their Geometric Description, i.e., an ab-
straction of what and where the task is to be achieve.

• Combine fundamental motions to produce possible solutions, i.e., motion com-
positions that cover the Geometric Description workspace.

• Analyze the motion compositions, evaluating their parametric formulation and
C-space uniformity to quantify the simplicity of every composition in the Con-
figuration Templates.
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• Compare the Configuration Templates to select the simplest composition and
define the Basic Configuration to solve the task, converting its specifications
into a list of Configuration Parameters and its execution sequence into the basic
strategy to operate the robotic vehicle.

• Map the functionality of every motion to a subsystem into the robotic vehicle
structure. The motions are analyzed as the Locomotion subsystem to move into
the environment, as the Deployment subsystem to head the Tool subsystem,
which is to achieve the assigned task.

• Analyze possible components to implement every subsystems, using the Config-
uration Parameters and Configuration Requirements as technical specifications
and metrics to select the components. Employ analytical expressions that re-
late the operation features of components to the motion parameters, leading the
selection of components to be the Tool and Deployment subsystems.

• For the Locomotion subsystem, analyze the and Configuration Requirements and
the Configuration Parameter, using engineering principles to determine the type
of mobile artifact for embodying the respective motion. Whereas, a geomet-
ric analysis investigates the stability pose of the vehicle to provide the vehicle
dimensions.

• Identify the kinematics requirements to improve the positioning estimation, the
control performance, and the perception parameters, using a parametric com-
parison of different steering mechanisms (e.g, the Ackermann and Articulated
vehicles) under the expected conditions of operation.

• Define the sensor requirements to minimize the positioning uncertainty of the
selected vehicle, keeping the uncertainty propagation within certain boundaries.
Simulate the expected sensor uncertainty to determine the type and number of
sensors and landmarks needed for the achievement of the task.

• Instantiate the subsystems and modules of the robotic vehicle configuration to
implement the Basic Configuration with the selected components, whose technical
specifications are mapped into the Component Requirements.

• Analyze the Components Requirements for the actuation and sensing of the se-
lected components to complete the Autonomous Vehicle configuration.

• Integrate the entire components for the synthesis of the Autonomous Vehicle
prototype that performs the assigned task with certain degree of autonomy.
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Development

Challenging applications for AVs are in demanding environments that involve from
just scientific research to industrious tasks. In agriculture, construction, and mining
applications, AVs are required to improve the operator skills and to increase the pro-
ductivity and safety by removing these operators from hazardous conditions of work
[Corke 99] [Gambao 02] [Pilarski 02]. This chapter addresses a survey of the system-
atic framework, developing the synthesis of an Autonomous Vehicle configuration to
perform an underground mining task. This task was requested expressly by Industrias
Peñoles, S.A. de C.V., an important mining company in Mexico [Peñoles 04]. In this
chapter, the framework is applied from the abstraction of the assigned task and the
mining environment to the analysis of components, providing a configuration with the
sufficient specifications to build the robotic system. Since these results, two vehicle
configurations are detailed and implemented in the next chapters. The first config-
uration, discussed in the chapter 5, is a viable solution using available components;
whereas, the second solution is formulated in the chapter 8, with the results of the
autonomy analysis developed in the chapters 6 and 7.

4.1 Study Case: The Tunnel-Profiling Task

The tunnel-profiling is a periodical task carried out in the underground mining from
the construction of the tunnels. The task consists of determining the dimensions and
contour (or three dimensional characteristics) of the tunnel profiling by the measure-
ments of distances, directions, and elevations of their walls. In addition to this tunnel
surveying, the task includes the processing of the information and its digital display-
ing. This information can be used for detect changes in tunnel geometry, estimation of
extracted material, monitoring progress of excavation, and collection of drawings in-
ventory, allowing the mining engineers settle down the actions for the work to be done.
Thus, this mine survey must update permanently, not only for production reasons but
also caution ones, since tunnels undergo continuous modifications by the material ex-
traction and landslide.

35
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Figure 4.1: Miner makes the Tunnel-Profiling Task

Although there exist many different methods and instruments to acquire tunnel-profile
data of structures such as tunnels, some more successfully than others, having dif-
ferent impact on speed, accuracy, range, and costs of operation [Bickel 82, Clarke 92,
McCormac 99]. Actually in Peñoles mines, specialized miners make the operation man-
ually utilizing traditional tools, such as level instrument, rules, steel or fiberglass tapes,
compass, and in same case theodolites to collect data of the wall section of the tunnels.

The workers draw a grid over the corridor (a network of horizontal and vertical spaced
lines at particular distances), the intersection of such lines provide coordinates for
locating the elevation of wall such as is shown in Figure 4.1. Then, the miners measure
and record the information on paper, which is introduced to a digital computer for
generating the tunnel profiling. Thus, the miners are exposed to hard environmental
conditions, such as extreme temperature, high relative humidity, toxic vapors, the
possibility of rock fall, and so on [Potvin 01]. Moreover, using current way to perform
the tunnel profiling it becomes a slow process and scarce accuracy, because of the
human, instruments, and nature errors. To improve the current process for gathering
data (both precise and accurate), a robust system that allows obtaining the profile of
the mine with greater rapidity and safety is required.

4.2 Systematic Framework

The systematic framework is applied to synthesize the configuration of the robotic
system that carries out the tunnel-profiling task. The robotic vehicle will become a
specific Mining Autonomous Vehicle (MAV) that should be generated without a prede-
fined configuration or an existing design. The following sections outline the synthesis
process addressed to configure the MAV from well defined specifications of the task
and the environment.
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Task Specifications

Providing the profile of the tunnel walls is the objective of the task. The elevation of
the walls must be obtained at least every 2 meters along of the tunnel corridors, with
a resolution at least 10 centimeters among measurements on the walls. The data must
be displayed and record digitally, e.g. by means of a computer. The time to achieve
the task should be less than the miner’s time, which is about 2 hours for a corridor so
long as 50 meters.

Environment Specification

The type of mines where the task must be achieved is a network of tunnels at different
level of deep connected by ramps to access the work places. The cross section of the
tunnels is 3.5 m × 3.0 m, i.e. a small tunnel category; whereas the length of tunnel
varies from 100 meters up to a pair of kilometers. The terrain is semi structured,
since the mines are on active production, transporting the ore through heavy machines
such as Load Haul Dump (LHD) vehicles that compact the floor. Beside the terrain is
reinforced with a clay soil (called Tepetate). There is a distribution of rocks with an
average height about 10 cm and holes with a depth less than 10 cm. The temperature
into the tunnels varies from 10 ◦C to 40 ◦C, and a relative humidity between 60% and
85%.

4.3 System Abstraction

4.3.1 Configuration Requirements

The tunnel-profiling task (TPT) needs to make measurements of the tunnel distances,
directions, and elevations through the MAV, a robotic system that must satisfy the
list of quantitative and qualitative Task/Environment Specifications. All this informa-
tion is mapped to Configuration Requirements (Table 4.1), which serves to relate the
components that will integrate the configuration of the MAV, to be designed around
these task and environment specifications, such as the task performance required and
the environment dimensions.

The Configuration Requirements are expressed as free quantifiers of variables that can
be filled with inequalities on algebraic expressions; for example, the values for the width
dimension are expressed as:

width tunnel ≤ 4.0 m

3.0 m ≤ width tunnel

establishing a maximum value up to 4 m and a minimum value of 3 m for the width of
the tunnel. Whereas, a constraint is related to the use of fuel, in this case ¬fuel which
is read as No fuel, this is to avoid air contamination.



38 Chapter 4. Development

Table 4.1: Configuration Requirements

Task/Environment Specifications Configuration Requirements

Task
Measurement Accuracy less than ± 5 cm accuracy measured ≤ ± 0.05 m

⇒
accuracy measured ≤ 0.05 m
-0.05 m ≤ accuracy measured

Measurement Resolution less than 1 cm resolution measured ≤ 0.01 m

Sampling Resolution less than 10 cm sampling resolution ≤ 0.10 m
on the walls
Sampling Interval equal to 2 m sampling interval ≤ 2.00 m
along the tunnel
Time Task less than 2 hours task time ≤ 2 h
to cover 50 m of the tunnel length ⇒

2 h ≤ run time
sampling time interval ≤ 277 s

Environment
Tunnel Height equal to 3.0 m ± 0.25 m height tunnel ≤ 3.00 m ± 0.25 m
irregularities ⇒

height tunnel ≤ 3.25 m
2.75 m ≤ height tunnel

Tunnel Width equal to 3.0 m ± 0.50 m width tunnel ≤ 3.5 m ± 0.5 m
irregularities ⇒

width tunnel ≤ 4.00 m
3.00 m ≤ width tunnel

Tunnel Length more than 50 m 50 m ≤ length tunnel ≤ 500 m
and less than 500 m ⇒

length tunnel ≤ 500 m
50 m ≤ length tunnel

Ceiling Elevation from 1 m above 1 m ≤ elevation ceiling
the floor level
Terrain:
Lean clay soil lean clay
Muddy up to 22% moisture soil ≤ 22 %
Rock height up to 10 cm height rock ≤ 0.10 m
A concentration up to 3.7 rocks distribution rock ≤ 3.7 rocks/m2

per square meter ⇒
0.10 m ≤ ground clearance
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Table 4.1: (continued)

Task/Environment Specifications Configuration Requirements

Hole diameter and depth up to 10 cm height hole ≤ 0.10 m
A concentration up to 2.5 holes depth hole ≤ 0.10 m
per square meter distribution hole ≤ 2.5 holes/m2

⇒
0.10 m ≤ diameter clearance

Slopes between 10◦ and 20◦ slope ≤ 20 ◦

10 ◦ ≤ slope
Environmental Temperature temperature ≤ 40 ◦C
between 10 ◦ and 40 ◦C 10 ◦C ≤ temperature
Environmental Relative Humidity humidity ≤ 85%
between 60% and 85% 60% ≤ humidity

Constraints
Information computing digital
(Acquisition and Manipulation)
Power: No fuel (combustible) ¬ fuel

Operation: Autonomous Control autonomous

Communication: Wireless wireless link

These Configuration Requirements also allow the derivation of other requirements
through an iterative procedure during the synthesis process of the MAV, the objective
is to state Configuration Requirements in as much detail as is possible. For instance,
the sampling time per each interval is computed by the time of task required to cover
a distance equivalent to 50 m at interval of the sampling, which is as:

intervals =
50 m

sampling interval
+ 1

intervals = 26

sampling time interval =
task time

intervals
sampling time interval = 277 s

As a requirement from Peñoles, in this exercise only the tunnel walls has been consid-
ered until 1 meter over the floor; i.e., mainly the ceiling of the tunnel expressed as the
quantifier elevation ceiling.
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Figure 4.2: Tunnel-profiling task integrates a 3-D workspace generated by the ver-
tical planes xy, a set of measured points at sampling resolution on the wall (a),
throughout a third z-axis along the tunnel at sampling interval (b).

4.3.2 Geometric Description

The TPT is physically interpreted as the dimensional estimation of the mine volume,
determined by the measurements of distances, directions, and elevations. These mea-
sured data are expressed geometrically in a space of three dimensions (3-D). This 3-D
space is described by means of a system of coordinates, in which vertical planes xy
in two dimensions are integrated with a set of measured points over and around the
wall as is shown in Figure 4.2a; i.e., the profile of the wall for a particular position of
the tunnel. Then, the complete profile the tunnel is conformed by the generation of
these planes xy throughout a third z-axis at regular distance intervals along it, which
is illustrated in Figure 4.2b.

Therefore, the TPT is described as the construction of referenced vertical planes 2D
into a coordinates system 3-D. This functional identification of the task is followed
by a formal abstraction of the task and the environment formulated as a Geometric
Description where compositions of motions must be generated and analyzed to perform
the assigned task.

This Geometric Description is formulated through the CSG solid modeling technique,
representing the physical shape of the TPT abstraction (Figure 4.2) as a generic mining
tunnel, which is made through the Boolean operations and basic motion of instantiated
standard primitives of respective dimensions such as box and ellipses. These dimen-
sions are based on the Configuration Requirements.

Three standard primitives are needed to represent the generic tunnel, two boxes and
one ellipse. The boxes and ellipse are specified as box(5, 5, 50), box(5, 0.5, 50), and
ellipse(2, 3.25, 50), these dimensions correspond to the minimum long of the tunnel
(50 m ≤ length tunnel), and a cross section that matches the maximum height and
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Figure 4.3: Geometric Description for the tunnel-profile task. The generic tunnel
representation includes the Boolean operations, basic motions, and the standard
primitives with respect to a common coordinate frame.

width of the tunnel (height tunnel ≤ 3.25 m and width tunnel ≤ 4.0 m, respectively).
The Geometric Description of the tunnel is drawn as a tree, as shown in Figure 4.3.

The tree representation includes the set of operations and motions executed on each
one of the instantiated primitives. The boxes only are used to limit the tunnel-profile
task within 3-D space. Due to the real tunnel has no even walls is need to include this
characteristic in its Geometric Description; therefore, the standard primitives are gen-
erated by Right Straight Homogeneous Generalized Cylinder RSHGC models. Towards
this goal, a factor ε is introduced to the cross function for producing the variations
on the solid superficies, which were included in the Configuration Requirements. This
factor is generated randomly, and is added in the function of the cross section 2D area,
which is swept along a linear path normal to the plane of the area to create the stan-
dard primitive. The representation of the tunnel is shown in Figure 4.4. The complete
derivation of the Geometric Description is developed in the Appendix A.

4.4 System Analysis

4.4.1 Motion Compositions

This framework phase consists of the composition of possible configurations, consider-
ing exclusively the motions and their reachable configuration space, abstracting their
physical or mechanical structure. The parameters to consider in this process are the
number of DOF that depends strongly on the available knowledge to perform the task,
which are captured as the abstraction of the task.

The TPT is obtained in a 3-D workspace. Thus, the analysis begins with the combi-
nation of three basic motions to reach each one of the points to measure and provide
the tunnel profile. These motions could be prismatic (P ) or rotational (R), each one
of these motions is identified by a sub index i, according with its order into the com-
position. The following composition process addressed to formulate viable solutions.
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Figure 4.4: Geometric Description of the tunnel with no even walls. This charac-
teristics is generated by RSHGC technique, introducing an error factor ε equal to
irregularities of the tunnel.

Composition P1P2P3:

The first composition considers three translational displacements PPP : The motion
P1 is horizontal to reach the tunnel interior, P2 is also horizontal to cover the tunnel
wide; motion P3 is vertical to reach any point in the wall, according to the positions
that keep previous displacements. The range that should reach P1 is exactly the tunnel
length, whereas the operation range of P2 is the tunnel width and finally the range of
P3 is the tunnel height requirements. The array origin is the left-down extreme of the
tunnel. In Figure 4.5 are shown the composition and its C-space that is generated
on the Geometric Description of the tunnel with the Configuration Requirements as
metric to relate the operation range of each one of the motions.
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Figure 4.5: Composition P1P2P3, (left) the composition origin, (top) its discrete
C-space, and (bottom) the continuous C-space.
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Figure 4.6: Composition P1R2P3, (left) the composition origin, (top) its discrete
C-space, and (bottom) the continuous C-space.

Composition P1R2P3:

The second motions array to formulate is a PRP , which consists of a horizontal motion
P1 addressed towards the tunnel interior; followed by a rotational motion R2 that
serves to orient the last motion P3, which is a linear displacement. This composition
of motions has as its origin the middle of the tunnel width at floor level. The range
that should reach P1 is the tunnel length; the rotation operation range of motion R2 is
180◦ to reach any point on the perimeter of the tunnel wall. Finally the range of P3 is
between the width half of the tunnel and its height. These motions and their C-space
are shown in Figure 4.6.

Composition R1P2P3:

The third composition consists of an array RPP . In this case, the origin of this
composition is situated in middle of the tunnel for both its length and its width. The
composition initiates with a rotary motion R1, the second element is a prismatic motion
P2 to place the third motion towards the points of sampling. This latter motion is a
linear displacement P3. The range that should reach R1 is a turn up to 180◦. The
second motion P2 has an operation range about the tunnel half-length. The range
for motion P3 is between the tunnel half-width more a capacity to develop a forward
displacement as well as a backward. The Figure 4.7 displays these motions and their
respective C-space.
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Figure 4.7: Composition R1P2P3, (left) the composition origin, (top) its discrete
C-space, and (bottom) the continuous C-space.

Composition R1R2P3:

A fourth set of motions generates a composition RRP . The origin of this composition
is located at middle of the tunnel (both length and width, similar as above composition
R1P2P3). The first motion R1 is a rotational movement and its range should reach a
turn up to 180◦; in fact, it could be up to 360◦. The second motion R2 is also rotational
to deployed the third motion, which should be oriented towards the sampling points
through this prismatic motion P3. The second motion R2 has an operation range
equivalent to 180◦, but this motion requires a radius equal to the tunnel half-width. The
P3 range presents the identical characteristics that the motion P3 in the composition
R1R2P3. The Figure 4.8 displays this composition and it’s C-space.

Composition R1R2R3:

This fifth alternative is formulated just by rotational motions; i.e. an array RRR.
In this composition, its origin is situated in middle of the tunnel width on the tunnel
enter. The motion R1 together the motion R2 are to place the third motion R3 towards
the sampling points. The range of the motion R1 is 180◦. The second motion R2 also
has an operation range of 180◦ and a link to cover a radius equal or less than tunnel
half-width (in this analysis is 1.866 m). The range of motion R3 is a full turn 360◦ with
a link less than tunnel half-width (in this analysis is 0.7 m). In Figure 4.9 are shown
the composition of these motions and their formed C-space.
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Figure 4.8: Composition R1R2P3, (left) the composition origin, (top) its discrete
C-space, and (bottom) the continuous C-space.
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Figure 4.9: Composition R1R2R3, (left) the composition origin, (top) its discrete
C-space, and (bottom) the continuous C-space.
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Figure 4.10: Composition P0R1R2R3, (left) the composition origin, (top) its discrete
C-space, and (bottom) the continuous C-space.

Composition P0R1R2R3:

The sixth alternative generated is properly the composition R1R2R3 attached to a
prismatic motion P0, which is located at beginning of the motions. Thus the trans-
formation starts with this prismatic motion P0 to reach complete the length of the
corridor. From the second to fourth motion are R1R2R3, such as above described. In
this case, the origin of this composition is situated in middle of the tunnel width on
the tunnel enter. The motion P0 is horizontal to reach the tunnel interior, thus its
operation range is exactly the tunnel length. The operation ranges of the motions R2

and R3 are as aforementioned; whereas the range of the motion R1 is reduced to a
value (0◦). Figure 4.10 depicts this four-DOF composition and its C-space.

4.4.2 Configuration Templates

Each one of the identified compositions is one entrance for the Configuration Template,
which is an evaluation table with the specifications of each composition generated. The
following analysis addresses the fulfillment through a parametric decomposition of the
primitive motions that build the composition. This examination includes the number
of DOF, the metrics of operation range, technical specifications, constraints, and the C-
space formulation. This analysis allows quantifying each composition and determining
its ability to perform the task.
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Composition P1P2P3:

The composition P1P2P3 is formulated by three prismatic motions; each one is de-
veloped on an axis whose order of application describes a Cartesian space. The first
motion or DOF P1 should move lineally from 0 m to 50 m and it should carry the rest
of motions along this range. This is a parametric specification that is related to the
operator of translation P1(z, d1), i.e., the variable d1 developed along of the z-axis. In
addition, there exists a constraint with reference to the capacity of payload for this
motion, denoted by P1 payload, to support the weight of the rest of motions, expressed as
P2 weight and P3 weight. Thus, this constraint P1 payload depends of the variables P2 weight

and P3 weight. The both conditions operation range and constraint are mapped into the
composition specification column of the Configuration Template (Table 4.2).

The second prismatic motion is adjusted to an operation range from 0 m to 4 m
to reach the tunnel width, which is associated to the following translation operator
P2(z, d2). It should support the weight of the last motion P3 weight; i.e., a constraint
where P3 weight ≤ P2 payload.

The motion P3 is a lineal displacement to reach properly the points on the wall, and
it requires an operation range between 0 m and 3.25 m under the translation operator
P3(z, d3). The latter motion has no a constraint with respect to its payload capacity.
All these features are mapped to the composition specifications, respectively.

A parametric analysis over the effective displacement of each motion serves to define
the span of operation required. This characteristic is addressed by the number of
variants or instances that a motion develops to perform the task. It can be seen as the
histogram in which the motion varies. Figure 4.11 depicts the operation spans for all
the motions of the composition P1P2P3. The results are included to the Composition
Template.
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Figure 4.11: Span histograms for the composition P1P2P3. These histograms show
the total displacement distribution in the composition to perform the task.
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Figure 4.12: Approximation functions f(d1,d3) and f(d2,d3) to formulate the compo-
sition P1P2P3.

The framework considers the C-space Formulation as another element to analyze the
configuration. An analysis of the representative curves of this C-space is developed
through a polynomial function to approximate the curves generated between the two
motions.

This polynomial function p(x) of degree n fits the data of the motions in a least-squares
approximation, which is expressed as

p(x) = p1x
n + p2x

n−1 + · · · + pnx + pn+1

where pi are the coefficients. The order of the powers is associated to the simplicity of
the C-space; i.e., the simplicity of the composition.

In this case, the C-space of the composition P1P2P3 can be formulated by the functions
f(d1,d3) and f(d2,d3), that are the representative curves between the motions P1 and
P3, and between P2 and P3. Figure 4.12 shows these curves and the coefficients found
in an approximating polynomial of degree allowed n = 7. For the function f(d1,d3),
the formulation is a constant p8 = 3.25 therefore the order is zero; whereas the formu-
lation of the function f(d2,d3) is approximated up to a power x6 since the coefficient
p2 = −0.08.

To complete the geometric analysis of the C-space, the framework use a fourth order
B-Spline approximation for the function f(d1,d2,d3), quantifying the coefficients as a
metric of the simplicity for the composition to perform the task. The result is shown
in the Figure 4.13.
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Figure 4.13: Spline approximation functions f(d1,d2,d3) to formulate the composition
P1P2P3 (left) and its coefficients (right).

Table 4.2: Configuration Template P1P2P3

Template Range Specifications C-space Formulation

P1P2P3 P1 [0,50] P1 (z,d1):
3 DOF 0 m ≤ d1 ≤ 50 m d1 ≤ 50 m

0 m ≤ d1

50 m ≤ span d1

P2 weight+P3 weight ≤ P1 payload

P2 [0,4] P2 (z,d2):
0 m ≤ d2 ≤ 4 m d2 ≤ 4 m

0 m ≤ d2

4 m ≤ span d2

P3 weight ≤ P2 payload

P3 [0,3.25] P3 (z,d3):
0 m ≤ d3 ≤ 3.25 m d3 ≤ 3.25 m

0 m ≤ d3

3.25 m ≤ span d3

f(d1,d3): 0
f(d2,d3): 6
f(d1,d2,d3): Coefficients∗

* Fig.4.13
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Composition P1R2P3:

The C-space described by the composition P1R2P3 is cylindrical space. Its first motion
P1 should execute a operation range from 0 m to 50 m and it is constrained by the
weight of the rest of motions R2 weight and P3 weight. The second motion R2 develops
an operation range from 0◦ to 180◦, which is associated to the following rotational
operator R2(z, θ2). It should support the weight of the last motion P3 weight; i.e., a
constraint where R3 weight ≤ P2 payload. The third motion P3 is to reach the points on
the wall, requiring an operation range between 0 m and 3.25 m under the translation
operator P3(z, d3). This motion has no a constraint with respect to its payload capacity.

Figure 4.14 depicts the operation spans for all the motions of the composition P1R2P3;
whereas the approximation functions are shown in the Figure 4.15 and Figure 4.16. All
the results are included to the Composition Template Table 4.3.
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Figure 4.14: Span histograms for the composition P1R2P3. These histograms show
the total displacement distribution in the composition to perform the task.
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Figure 4.15: Approximation functions f(d1,d3) and f(θ2,d3) to formulate the compo-
sition P1R2P3.
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Figure 4.16: Spline approximation functions f(d1,θ2,d3) to formulate the composition
P1R2P3 (left) and its coefficients (right).

Table 4.3: Configuration Template P1R2P3

Template Range Specifications C-space Formulation

P1R2P3 P1 [0,50] P1 (z,d1):
3 DOF 0 m ≤ d1 ≤ 50 m d1 ≤ 50 m

0 m ≤ d1

50 m ≤ span d1

R2 weight+P3 weight ≤ P1 payload

R2 [0◦,180◦] R2 (z,θ2):
0◦ ≤ θ2 ≤ 180◦ θ2 ≤ 180◦

0◦ ≤ θ2

180◦ ≤ span θ2

P3 weight ≤ R2 payload

P3 [0,3.25] P3 (z,d3):
0 m ≤ d3 ≤ 3.25 m d3 ≤ 3.25 m

2 m ≤ d3

1.25 m ≤ span d3

f(d1,d3): 0
f(θ2,d3): 2
f(d1,θ2,d3): Coefficients∗

* Fig.4.16
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Composition R1P2P3:

In the composition R1P2P3, the first motion R1 is associated by the following rota-
tional operator R1(z, θ1). The quantifier θ1 should execute a operation range from 0◦

to 180◦; for this motion there exists a constraint because of the weight of the rest of
motions P2 weight and P3 weight. The second motion P2 should develop a range of opera-
tion from 0 m up to 25.2 m, which is associated to the following translational operator
P2(z, d2). It needs to support the weight of the last motion P3 weight; i.e., a constraint
where P3 weight ≤ P2 payload. The third motion P3 is to reach the points on the wall and
requires an operation range between 0 m and 4 m. This range should be formed by
a forward displacement and a backward displacement, thus the range can be ranged
from -2 m to 2 m, under the translation operator P3(z, d3). This latter motion has no
a constraint with respect to its payload capacity.

Figure 4.17 depicts the motion spans of this composition; whereas the approximation
functions are shown in the Figure 4.18 and Figure 4.19, respectively. The results are
summarized in the Composition Template Table 4.4.
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Figure 4.17: Span histograms for the composition R1P2P3. These histograms show
the total displacement distribution in the composition to perform the task.
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Figure 4.18: Approximation functions f(θ1,d3) and f(d2,d3) to formulate the compo-
sition R1P2P3.
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Figure 4.19: Spline approximation functions f(θ1,d2,d3) to formulate the composition
R1P2P3 (left) and its coefficients (right).

Table 4.4: Configuration Template R1P2P3

Template Range Specifications C-space Formulation

R1P2P3 R1 [0◦,180◦] R1 (z,θ1):
3 DOF 0◦ ≤ θ1 ≤ 180◦ θ1 ≤ 180◦

0◦ ≤ θ1

180◦ ≤ span θ1

P2 weight+P3 weight ≤ R1 payload

P2 [0,25.5] P2 (z,d2):
0 m ≤ d2 ≤ 25.5 m d2 ≤ 25.5 m

0 m ≤ d2

25.5 m ≤ span d1

P3 weight ≤ P2 payload

P3 [0,4] P3 (z,d3):
-2 m ≤ d3 ≤ 2 m d3 ≤ 2.0 m

-2.0 m ≤ d3

4.0 m ≤ span d3

f(θ1,d2): 2
f(d2,d3): 0
f(θ1,d2,d3): Coefficients∗

* Fig.4.19
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Composition R1R2P3:

The composition R1R2P3 includes as first motion R1 a rotation that should turn a range
from 0◦ to 180◦ and associated by the rotational operator R1(z, θ1). The constraint of
this motion is denoted as R2 weight + P3 weight ≤ P3 payload. The second motion R2 also
has to develop a rotation from 0◦ to 180◦, and it is associated to the following operator
R2(z, θ2). It requests a payload to support the weight of the last motion P3 weight. The
last motion P3 involves an operation range about 25 m to reach the points on the wall.
This motion is without constraint with respect to its payload capacity.

The plotted histograms of the motion spans are shown in Figure 4.20; the approx-
imation functions are shown in the Figure 4.21 and Figure 4.22. The Composition
Template Table 4.5 shows the results.

0 50 100 150
0

5

10

15

20

25

Motion  R
1
 range (°)

N
um

be
r 

of
 in

st
an

ce
s

0 50 100 150
0

5

10

15

20

25

Motion  R
2
 range (°)

N
um

be
r 

of
 in

st
an

ce
s

0 10 20 30
0

5

10

15

20

25

Motion  P
3
 range (m)

N
um

be
r 

of
 in

st
an

ce
s

Figure 4.20: Span histograms for the composition R1R2P3. These histograms show
the total displacement distribution in the composition to perform the task.
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Figure 4.21: Approximation functions f(θ1,d3) and f(θ2,d3) to formulate the compo-
sition R1R2P3.
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Figure 4.22: Spline approximation functions f(θ1,θ2,d3) to formulate the composition
R1R2P3 (left) and its coefficients (right).

Table 4.5: Configuration Template R1R2P3

Template Range Specifications C-space Formulation

R1R2P3 R1 [0◦,180◦] R1 (z,θ1):
3 DOF 0◦ ≤ θ1 ≤ 180◦ θ1 ≤ 180◦

0◦ ≤ θ1

180◦ ≤ span θ1

R2 weight+P3 weight ≤ R1 payload

R2 [0◦,180◦] R2 (z,θ2):
0◦ ≤ θ2 ≤ 180◦ θ2 ≤ 180◦

0◦ ≤ θ2

180◦ ≤ span θ2

P3 weight ≤ R2 payload

P3 [0,30] P3 (z,d3):
0 m ≤ d3 ≤ 30 m d3 ≤ 25.2 m

0 m ≤ d3

25.2 m ≤ span d3

f(θ1,d3): 0
f(θ2,d3): 2
f(θ1,θ2,d3): Coefficients∗

* Fig.4.22
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Composition R1R2R3:

The composition R1R2R3 is constituted by three rotational motion. The first and sec-
ond shows similar range between 0◦ and 180◦. The farmer motion is associated to the
rotational operator R1(z, θ1), whereas the latter motion to R2(z, θ2). The constraints
for these motions are R2 weight +R3 weight ≤ R1 payload and R3 weight ≤ R2 payload, respec-
tively. The third motion R3 develops a rotation from 0◦ up to 300◦, and it is associated
to the following operator R3(z, θ3). This motion is without constraint with respect
to its payload capacity. To reach the points on the wall, according the Geometric
Description, both the second and third motion should be attached with a link with a
predefined length; in this analysis, the links are 1.85 m and 0.7 m, respectively.

The histograms are shown in Figure 4.23; the approximation functions are shown in
the Figure 4.24. The Composition Template Table 4.6 shows the results. Since this
motion is limited to reach completely the tunnel long, an approximation by means of
B-splines is impracticable.
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Figure 4.23: Span histograms for the composition R1R2R3. These histograms show
the total displacement distribution in the composition to perform the task.
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Figure 4.24: Approximation functions f(θ2,θ32) to formulate the composition R1R2R3.
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Table 4.6: Configuration Template R1R2R3

Template Range Specifications C-space Formulation

R1R2R3 R1 [0◦,180◦] R1 (z,θ1):
3 DOF 0◦ ≤ θ1 ≤ 180◦ θ1 ≤ 180◦

0◦ ≤ θ1

180◦ ≤ span θ1

R2 weight+R3 weight ≤ R1 payload

R2 [0◦,180◦] R2 (z,θ2):
0◦ ≤ θ2 ≤ 180◦ θ2 ≤ 180◦

0◦ ≤ θ2

180◦ ≤ span θ2

1.85 m ≤ link θ2

R3 weight ≤ R2 payload

R3 [0◦,360◦] R3 (z,θ3):
0◦ ≤ θ3 ≤ 360◦ θ3 ≤ 300◦

0◦ ≤ θ3

180◦ ≤ span θ3

0.70 m ≤ link θ3

f(θ2,θ3): 4
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Composition P1R2R3:

Due to the last composition R1R2R3 is unfeasible to perform the task, the aggregation
at beginning of a prismatic is the solution. This composition P0R1R2R3, where the
first motion needs a range of operation from 0 m to 50 m, whereas that the motion
R1 is constrained to a value equal to 0◦. Thus, this composition becomes properly the
composition P1R2R3. The second shows an operation range between 0◦ and 180◦, and
associated to the rotational operator R2(z, θ2). The motion R3 is associated to the
rotational operator R3(z, θ3), whereas its range is from 0◦ to 300◦.

The constraints for these motions are included in the Composition Template Table 4.7.
The histograms are shown in Figure 4.25. Whereas the Figure 4.26 and Figure 4.27
depict the approximation functions.
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Figure 4.25: Span histograms for the composition P1R2R3. These histograms show
the total displacement distribution in the composition to perform the task.
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Figure 4.26: Approximation functions f(d1,θ3) and f(θ2,θ3) to formulate the compo-
sition P1R2R3.
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Figure 4.27: Spline approximation functions f(d1,θ2,d3) to formulate the composition
P1R2R3 (left) and its coefficients (right).

Table 4.7: Configuration Template P1R2R3

Template Range Specifications C-space Formulation

P1R2R3 P1 [0,50] P1 (z,d1):
3 DOF 0 m ≤ d1 ≤ 50 m d1 ≤ 50 m

0 m ≤ d1

50 m ≤ span d1

R2 weight+R3 weight ≤ P1 payload

R2 [0◦,180◦] R2 (z,θ2):
0◦ ≤ θ2 ≤ 180◦ θ2 ≤ 180◦

0◦ ≤ θ2

180◦ ≤ span θ2

1.85 m ≤ link θ2

R3 weight ≤ R2 payload

R3 [0◦,360◦] R3 (z,θ3):
0◦ ≤ θ3 ≤ 360◦ θ3 ≤ 300◦

0◦ ≤ θ3

180◦ ≤ span θ3

0.70 m ≤ link θ3

f(d1,θ3): 0
f(θ2,θ3): 4
f(d1,θ2,θ3): Coefficients∗

* Fig.4.27
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4.4.3 Basic Configuration

Criteria to evaluate the compositions are the DOF number involved and the simplic-
ity to perform these motions, which is related to the C-space formulation order. In
this analysis, the selection is based on the comparison of the Configuration Template
information; referring to these results several observations are made:

• All the compositions are constituted by three basic motions at diverse order and
combination. A same number of DOF, including the composition P0R1R2R3 that
is transformed to the composition P1R2R3.

• However, the result of the composition R1R2R3 presents a disadvantage to com-
plete the task, since the reachable workspace for this composition is limited to
a vertical plane xy, only. The rest of compositions satisfy the total reachable
workspace approached by the Geometric Description.

• The results of the C-space formulation show two clusters based on the power
order of the approximation representative functions. The first cluster consists of
an order equal to 2nd, whereas the other is equal to 4th order. In the former
are the compositions P1R2P3, R1P2P3, and R1R2P3, and in the latter cluster are
R1R2R3 and P1R2R3. Whereas the composition P1P2P3 shows the highest power
equal to 6th order.

• The coefficients of the B-spline approximation indicate a more simplicity on the
composition P1R2P3, since these values are the smallest of the coefficients. The
compositions P1R2R3 and R1P2P3 present the highest values. It can be seen that
the compositions P1R2P3, R1R2P3, and P1R2R3 show a behavior more homoge-
neous on these values.

• The operation ranges vary about 0 to 50 m to prismatic motions and from 0◦ to
180◦ on rotation motions. The lengthiest prismatic range corresponds properly
to reach the total length of the tunnel, whereas the rotation range is to reach the
semi-elliptic shape of the vertical planes xy.

• Although the aforementioned are the operation ranges, the span of each motion
indicates the amplitude required to perform the task. For instance, the last
motion P3 in the composition P1R2P3 needs a range between 0 m and 3.25 m,
but a span equal to 1.25 m; i.e., 1.25 m of effective translational motion.

Under these observations and comparison, the analysis gives as result the selection of
the fundamental composition P1R2P3 to perform the task. The selection is based on,
principally, its described C-space and its polynomial functions, which show the smallest
power order and coefficients. Furthermore, this composition presents the minor ranges
and spans on its motions.
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For example, the composition P1P2P3 and P1R2P3 show, in common, same require-
ments for their first motion, but the second motion in the composition P1P2P3 devel-
ops a translation up to 4 m, supporting the third motion. Thus, the component that
embodies this motion has to be enough rigid to support the weight of the motion P3

and to avoid instability. Both motions P3, which reach the wall points, need similar
operational range but the span of the composition selected is less. Besides, this mo-
tion P3 in the composition R1P2P3 implies a requirement to develops a forward and
backward displacement. Additionally, the second motion impacts strongly the stabil-
ity, even more than in the previous case, due to the required span is longer (25.2 m ≤
span d2).

Therefore, the election is on the composition P1R2P3 since its uniformity and simplic-
ity of the motions to perform the assigned task. This composition becomes the Basic
Configuration that represents the template, which is used to lead the implementation
of the robotic vehicle; i.e., the synthesis of the MAV.

All the specifications of the selected composition are mapped to the Configuration
Parameters that should be fulfilled by the components selection. Table 4.8 shows the
Configuration Parameters.

Table 4.8: Basic Configuration P1R2P3

Configuration Parameters

P1R2P3 P1 [0,50] P1 (z,d1):
3 DOF d1 ≤ 50 m

0 m ≤ d1

50 m ≤ span d1

∆d1 ≤ sampling interval
R2 weight+P3 weight ≤ P1 payload

R2 [0◦,180◦] R2 (z,θ2):
θ2 ≤ 180◦

0◦ ≤ θ2

180◦ ≤ span θ2

∆θ2 ≤ 1.76◦

P3 weight ≤ R2 payload

P3 [0,3.25] P3 (z,d3):
d3 ≤ 3.25 m
2 m ≤ d3

1.25 m ≤ span d3
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Start
Situate Basic Configuration
P1 = 0

While P1 ≠ length_ tunnel   
For Execute R2 = 0° : ∆θ∆θ∆θ∆θ2 :180°

Execute P3

Measure Distance
Next R2

Build Plane xy
Advance P1 = P1 + ∆∆∆∆d1

End (while P1 )
Build tunnel profile
End

Figure 4.28: Pseudo code of the basic strategy to perform the Basic Configuration.

To perform the TPT, these motions of the Basic Configuration should be executed
in such order of the selected composition. First, the prismatic motion is applied at
intervals equal to the quantifier ∆d1 and defined by the requirement sampling interval.
Hence, this quantifier is given as

∆d1 ≤ sampling interval

∆d1 ≤ 2 m

This first motion is followed by the rotational motion at sampling interval quantifier
∆θ2 which is derived from sampling resolution and height tunnel quantifiers, expressed
by

∆θ2 ≤ arctan
sampling resolution

height tunnel
∆θ2 ≤ 1.76◦

Finally, the third motion, a prismatic should be executed for reaching each one of the
points in the tunnel space to generate the vertical planes xy along the tunnel (z-axis),
defined by

d3 ≤ 3.25 m

2 m ≤ d3

This sequence of execution is explicitly the basic strategy to achieve the TPT through
the Basic Configuration; the pseudo-code of the strategy is shown in the Figure 4.28.
The particular robotic system must be constituted with the correct components of
hardware and software. Therefore, a process of matching the specifications with the
characteristics of each component should be developed. The following sections outline
this process.
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4.5 System Design

The robotic system is built from this Basic Configuration, each motion must be mapped
to a subsystem into the AV structure. This structure constitutes an abstraction of the
functional relation among the motions, in which the subsystems should be composed
by specific components that satisfy the Configuration Requirements and Parameters.
These components will be interlinked in a hierarchical and modular approach to sup-
port the conceptual and physical implementation of the AV.

To establish the mapping and synthesis order, each motion is analyzed considering
its functionality into the Basic Configuration and determining the dependence and
constraint propagation among the motions.

4.5.1 Components

The mapping of the Basic Configuration to an Autonomous Vehicle includes three fun-
damental subsystems, in according to identical number of motions. The first motion
P1 is mapped to Locomotion subsystem, the second motion R2 is to the Deployment
subsystem, and the third motion P3 is to the Tool subsystem. Figure 4.29 shows the
mapped motions into the AV structure.

In the Basic Configuration (Table 4.8), there are constraints of the Configuration Para-
meters, which related to P1 payload with the weight of the rest of the motions (R2 weight

and P3 weight). Besides, the second motion R2 is under the constraint P3 weight ≤
R2 payload; i.e., these motion have dependence constraints. Finally, the last motion
presents independency constraint; therefore, the analysis is developed following an
order inverse or backtracking sequence to the execution of the motion into the compo-
sition.

Basic 
Configuration

P1

P3

R2

Autonomous
Vehicle

ToolLocomotion Deployment

Module

Component

Module

Component

Module

Component

Module

Component

Module

Component

Component ComponentComponent Component Component ComponentComponent Component Component Component Component

Subsystems

Figure 4.29: Basic Configuration is mapped to functional subsystems in the hierar-
chical AV structure.
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4.5.2 Tool Subsystem

The motion P3 is mapped to the Tool subsystem (Figure 4.29), since this motion is the
measurement function of the wall points to form the vertical planes xy in conjunction
with the motion R2; such as was defined in the task abstraction phase. Thus, these
measurements result of the prismatic displacements toward a particular point of the
tunnel ceiling. It can be performed by a device used to measure the linear displacement
of an object or a sensor to measure the distance o presence of a target, which must
implement this characteristic (i.e., a prismatic motion under the specifications defined
in the Configuration Parameters).

In contact and non-contact devices are classified the possible components to embody
this motion. For instance, many moving mechanisms in robotics use a contact device-
the end switch. This is an electrical switch that generates a signal as indication that
the mechanism has the end position or target. An opposite principle is implemented
in non-contact sensor that transmits some kind of signal and receives a reflected signal
to detect the distance.

The constraint digital for the manipulation of the information to build the tunnel pro-
filing in a computer, reduce the selection of the sensor into the electric device, rather
the merely mechanical such as tape meter. For this kind of electric devices, there are al-
ternatives such as stroke linear potentiometer implemented with end switch, ultrasonic
distance meter, and laser ranger finder. In the process of selection there are implicated
the following features and technical specifications, such as: resolution and accuracy of
the measurements, range of operation, power, data I/O, the measured object or wall
made from (metal, plastic, etc.), physical dimensions, and environmental conditions
of operation, as well as cost. Such features of the component must satisfy whole the
Configuration Requirements and the Configuration Parameters to be selected.

In the practice, a contact device can be used to measure linear displacement, which
consist of front and rear bearings, metal housings, stainless steel shafts or stroke, and
based on a resistive element and wiper assembly to provide the stroke’s position (such
as the Linear Potentiometer LP801-1200, manufactured by Omega, and the electro-
hydraulic actuator Linear Potentiometer series 2HX-LRT by Parker). However, such
devices have many drawbacks, for example, high mechanical load to reach the opera-
tion range required. Therefore the analysis is focused on non-contact devices.

Non-contact distance sensors are active instruments in which some kind of signal is
transmitted and compute the distance from transit time of it. The transmitted en-
ergy may be in a form of any radiation such as optical, electromagnetic, and acoustic.
Transmission and reception of the ultrasonic energy is a basis for popular ultrasonic
range meter, and the electromagnetic for the laser range finder, using a common tech-
nique in Robotics the time-of-flight measurement (TOF).
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Both classes of sensors have used wide in underground mining applications, under the
rigorous demands of these harsh environments, which was reported by [Scheding 97].
Nevertheless, there exist differences due to the physical principles of operation and
technical features of these sensors, which must be analyzed to lead the selection of the
component.

Ultrasonic waves have a feature, they propagate with the speed of sound, which is
slower than the light speed, thus time is much longer and making the measurements
relatively simple. Laser ranger finders are electronic devices that operate by measuring
the TOF of laser light pulses: a pulsed laser beam is emitted and reflected if it meets
an object. There are with reflector and without reflector, obviously for this application
are eliminated the finders with reflector, due to the necessary extra conditioning of the
tunnels. Furthermore, there are instruments with an internal rotating mirror deflects
the pulsed beam so that a fan-shaped scan is made of the surrounding area. In general,
the data is available in real time for further evaluation via a serial interface.

Although, these devices satisfy the motion P3 parameters, for the operation range (d3)
and the dynamic range (span d3), including environmental conditions of the Config-
uration Requirements such as temperature, humidity, and digital I/O interface. An
analysis is developed to investigate the accuracy and the precision between sensors.

The ultrasonic sensor beamwidth is large and the energy is reflected in a diffuse man-
ner, thus make it difficult to resolve the measurement in a particular point (punctual);
therefore the results in the reflections is a poor that are both precise and accurate
measurements.

The Figure 4.30 shows the spot diameter as a beamwidth function, which relates to
accuracy and precision (Configuration Requirements), the operation frequency (com-
ponent features), and the target range (Configuration Parameters). The footprint
of the incident beam, at the target surface in term of this beam dispersion angle κ
([Everett 95]), is expressed as

ds = 2 Rt tan
κ

2
(4.1)

where ds is the spot diameter and Rt denotes target range.

The beam dispersion depends on the transmission wavelength λ and the transducer
diameter dt, given as

κ = 1.22
λ

dt

(4.2)
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Figure 4.30: Spot diameters for the laser (left) and ultrasonic (right) devices. The
maximum spot diameter for laser sensor means that it is the best selection to achieve
the motion P3, satisfying and improving the accuracy and precision requirements.

In the ultrasonic sensor the spot diameter reaches until 1.00 m, whereas in the laser
telemeters the spot dimension is less than 0.02 m to reach 4.00 m of the target dis-
tance. The fundamental reason is the beamwidth, which is the order of degrees for
the ultrasonic energy (e.g. 10◦-20◦), and with an order minor to half degree for light
energy (e.g. 0.30◦-0.10◦).

This numerical comparison presents as the best component to a laser rangefinder, since
it satisfies the Configuration Requirements and Parameters analyzed. Therefore, the
motion P3 will be implemented by a laser rangefinder, which should be instanced by a
specific laser device together its actuation and sensing requirements. This component
selection is mapped to the AV structure into the Tool subsystem.

4.5.3 Deployment Subsystem

The second motion R2 is transformed to the Deployment subsystem. This motion is
a rotational that allows deploying the motion P3, i.e., the laser range finder toward
the orientation required to reach the ceiling points and generate the series of measure-
ments. The parameters are an operation range from 0◦ to 180◦ and a payload capacity
to support the weight of the laser range finder. Therefore, it will be necessary to make
a search of the component that satisfies these constraints, supported with the obtained
results.

To perform a turn into this range, there are different items of common use, such as me-
chanical, hydraulic, pneumatic and electrical systems. The most widely used drive of
this kind is an electromotor, among which there are DC motors, AC motors and step-
per motors. The advantage of DC motor lies in the ease of speed control, whereas in
AC motor requires the installation of sophisticated equipment, for example frequency
transformers. For accurate positioning both DC and AC motors require feedbacks.
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In contrast, stepper motors are suitable for accurate positioning and speed control.
Such motor produces rotation through two independent coils that are controlled by
impulses to move exactly a single step for forward and backward. These discrete steps
are a size of certain angle per revolution, instead of a continuous motion in standard
DC motors. The stepper motors are convenient for engagement with digital means
(computer); hence, the alternative is a stepper motor or an arrangement as Pan Tilt
Units (PTU).

The selection for a particular PTU depends on the component features of the previous
motion. Therefore, the evaluation is based on the technical specifications generated by
the laser and the Configuration Requirements and Parameters, such as the quantifiers
sampling resolution, resolution measured, accuracy measured, sampling time interval,
and span θ2. However, a PTU is the component selected; hence, this component is
mapped to the AV structure as the Deployment subsystem.

4.5.4 Locomotion Subsystem

Because the action of the motion P3 is just to move throughout the tunnel, building,
with its progression, the vertical planes xy along the z- axis. Thus, this motion is
mapped to Locomotion subsystem, which must be selected with the Configuration Re-
quirements and Parameters. In addition, the requirements for the second and third
motion should be considered when these components will be instanced. However, the
locomotion component is the physical device that must generate a linear displacement
and support the payload, which are limited by the quantifiers 0 m ≤ d1, d1 ≤ 50 m,
and R2 weight+P3 weight ≤ P1 payload.

To cover this operation range, there are linear guide systems such as a steel bar, wires,
electrical bands and rail track. The requirement of mobility for this motion should
be at least 50 m, which involves infrastructure to build a guide system, implying the
construction and modification of the tunnel environment to allocate this kind of com-
ponents. Furthermore, the rails had long tradition to transport the ore in underground
mining; nevertheless, the rail tracks became an obstacle for commuting in the mine
and many mines actually use a variety of different equipments to the mineral trans-
port. The aforementioned construction is an impractical solution, due to the tunnels
suffer continually modifications, precisely by extracting the material; in addition there
are another criteria should be considered, such as deflection system, supports, rigidity,
actuator load capacity, and drive for such linear guide systems.

Therefore, this restriction may be solved using the engineering principles [Ivanov 94,
Nordlund 96, Altshuller 01]. The principle of the segmentation to perform this long
motion is negotiation by means of a mobile platform, a system that navigates into the
tunnel carrying on the load of the Deployment and Tool subsystems.
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There are a great variety of mobile platforms or vehicles, including ground, aerial, and
underwater. For the kind of environment, the underwater and flying platforms are not
analyzed for this effort. In particular, a flying vehicle such as a helicopter may resolve
this situation; however its capacity of navigation is limited by the conditions and di-
mensions of the tunnel. Therefore, ground mobile platforms are analyzed to perform
this motion; these system options can be wheeled and legged locomotion with different
wheel and footpad geometries [Chun 87, Fiorini 00].

In both cases, the locomotion platform must support itself on the ground and generate
traction to negotiate terrain for motion, avoiding be immobilized by the terrain. Com-
parative studies, based on soil mechanics, determine the differences between wheeled
and legged vehicles; on a soft surface the ability of a legged locomotion is greater than
a wheeled, whereas that it is equivalent on hard surface. Wheeled vehicles move in
continuous contact with the terrain, producing a constant compaction and nonlinear
energy losses in soft terrains; whereas legged vehicles suspend themselves over the ter-
rain on only discrete contact points, conserving energy [Bekker 69, Todd 85, Song 88,
Bares 91].

In comparison, wheeled vehicles have better speed mobility, and less weight, and legged
vehicle only operate at low speed and are very complex. A typical wheeled vehicle only
has 2 DOF whereas the simplest statically stable walker (6-legged frame walker) has 8
DOF; however these latter platforms possess other advantages that cannot be matched
by the other systems [Waldron 85, Huang 90b, Waldron 95]. An important design
criterion for locomotion selection is based on the geometrical characteristics of the
terrain, such as topography, geometry and size of obstacles. [Bekker 56, Pettersson 98,
Sukhatme 97]. Thus, the vehicle geometry must be designed to meet the operation
range locomotion under the terrain soil type, slope, and rock size distribution. Table
4.9 shows the geophysical properties of the tunnel soil, which is a lean clay terrain
(lean clay). In comparison with the rest of tabulated soils, this soil is classified as hard
terrain [Wong 93, Solleiro 02].

Table 4.9: Terrain properties.

Soil Moisture n kc kφ c φ

Dry sand 0% 1.10 0.10 3.90 0.15 28 ◦

Sandy loam 15% 0.70 5.27 3.90 0.15 28 ◦

Sandy loam 22% 0.20 7.00 3.00 0.20 38 ◦

Clay 38% 0.50 12.0 16.0 0.60 13 ◦

Heavy clay 40% 0.11 7.00 10.0 3.00 6 ◦

Lean clay∗ 22% 0.20 45.0 120 10.0 20 ◦

Snow - 1.60 0.07 0.08 0.15 20 ◦

* Tunnel terrain
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Figure 4.31: Tunnel terrain is compacted by the heavy vehicles during the constant
mineral transportation.

Due to the continuous activity of heavy vehicles, the terrain is compacted by these
vehicles, such as Loud Haul Dump loaders, while transporting the ore throughout the
underground mine (Fig. 4.31). The geometrical characterization of tunnel terrain is
shown in Figure 4.32.

The size-frequency distribution of rocks along the examined tunnel is plotted by the
Fig. 4.33. This distribution is formulated by a power function used to describe rock
population [Moore 89], which is expressed as

N(D) = K D−2.66 (4.3)

where N(D) is the cumulative number of rocks per square meter with diameter equal
to D, and Kr is a constant determined from an estimation of the cumulative number
of rocks equal to 0.10 m of the examined mine; for the tunnel site, Kr is 0.0081, i.e., a
relation to 3.7 rocks/m2 (distribution rock).

d� h� slope

h� d�
Holes:
Diameter d�and depth h�equal to 0.10 m
A distribution equal to 2.5 holes/m2

Rocks:
Diameter d�and height h�equal to 0.10 m
A distribution equal to 3.7 rocks/m2

Slopes:
Nominal slopes between 10° and 20°

Figure 4.32: Geometrical characteristics of the tunnel terrain.
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Figure 4.33: Distribution of rocks for diameter greater than 0.10 m.

However, the population of rocks presents different histograms at wide of the tunnel,
Figure 4.34 shows these histograms for a size of rock equal to 10 cm, 15 cm, and 20
cm, respectively. This distribution is the result of the heavy vehicles, which push the
rocks toward the sides of the tunnel while transporting the mineral.

Having a similarity, the hole distribution is estimated using the above Moore’s expres-
sion, given by

N(D) = Kr D−2.66 (4.4)

for this case, the Kh is 0.0055 since the distribution of hole with a diameter dh = 0.10
m and depth hh = 0.10 m is equal to 2.5 holes/m2 (quantifier distribution hole). Figure
4.35 depicts the hole distribution.
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Figure 4.35: Distribution of holes for diameter greater than 0.10 m and depth up to
0.10 m.

Referring to these results the abovementioned differences, the selection is a wheeled
vehicle to implement the motion P1 instead of a legged vehicle, since the terrain consist
of a hard soil with a distribution of rocks and holes that allow a continuous contact
of the wheeled vehicle. Thus a wheeled vehicle is mapped to the AV structure as the
Locomotion subsystem.

The AV structure is formulated by a wheeled vehicle to perform the motion along
the tunnel, a stepper motor or PTU to orientate the tool mechanism, and a laser
rangefinder to measure the tunnel profile, as shown in Figure 4.36.
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Figure 4.36: Mining Autonomous Vehicle structure formulated by a wheeled vehicle,
a pant tilt unit, and a laser rangefinder.
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A parametric analysis serves to select the proper components for each one the subsys-
tems. This instantiation process uses the Configuration Requirements and Configura-
tion Parameters relating to the particular technical features of the components. In this
way the MAV configuration is detailed with the necessary components, including all
the actuation and sensing requirements that the components require.

In the following chapters, two synthesized vehicle configurations are developed from
the concentrated results in the robotic vehicle structure. The first synthesis allows the
implementation of the MAV configuration, using available components to be rapidly
deployed, and showing that the selected Basic Configuration is a viable solution to
perform the tunnel profiling task. Chapter 5 addresses this MAV configuration.

For the second robotic vehicle, the MAV configuration is formulated not only from these
results and the Basic Configuration, but also the System Design phase involves the
autonomy analysis to identify the kinematics requirements that improve the position
estimation, the control and the perception requirements, from a parametric comparison
of different steering mechanisms under equal operation conditions to select then the
proper Locomotion subsystem. Chapters 6 and 7 integrate the autonomy analysis in
the synthesis process to detail the MAV configuration and define an operational MAV
prototype.
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Chapter 7

Vehicle Positioning

The definition of the Locomotion subsystem completes the MAV configuration, includ-
ing the components that provide the positioning and consequently the control of the
vehicle to execute the task in the specific environment. Therefore, the vehicle position-
ing is an essential requirement which is to be solved from the vehicle kinematics and
the use of multiple sensors.

However, any sensor and method that can be implemented to provide the vehicle posi-
tioning suffers some lack, which leads to uncertainty and failures for the achievement
of the given task [Borenstein 97]. For example, information of absolute sensors usu-
ally is unavailable at required rate to be used in the localization and control of the
robotic vehicle or it may not be available for particular environments, such as Global
Positioning System (GPS) for underground mining applications; whereas the relative
sensors lead to the accumulation of errors, due to sensor noise, sensor limitations, and
the interaction with the vehicle and the environment, which can be unpredictable.

One solution of overcoming this problem is to include data measured from relative sen-
sors and to periodically reset using absolute sensors, which are incorporated into the
state estimate using a technique filter to reduce errors, providing a more predictable
vehicle positioning and vehicle control to perform its task. Figure 7.1 shows a generic
architecture to estimate the vehicle positioning combined both relative and absolute
sensors by mean of a filter.

This chapter develops an analysis to investigate the relation between errors present in
sensor measurements, and the resultant uncertainty in computed vehicle positioning.
Numerical results in simulation of the positioning uncertainty propagation yield the
boundaries of the allowable sensor requirements, such as the sensor uncertainties and
the number of landmarks, to achieve the targeted task. The following sections outline
the uncertainty analysis, showing the simulation results that address the selection of
components for computing the vehicle positioning to complete the MAV configuration.

141
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Figure 7.1: Architecture for position and orientation estimation of a robotic vehicle
using relative and absolute sensors through a filter.

7.1 Analysis of Positioning Uncertainty

The section presents the uncertainty analysis on the Locomotion subsystem to pro-
vide the sensors that implement the vehicle positioning and complete the MAV con-
figuration. For this purpose, the analysis examines the expected uncertainty in the
positioning estimation that allows the robotic vehicle achieves successfully its assigned
task. Such uncertainty becomes cumulative and unavoidable, due to the positioning
estimation is subject to many different sources of error. Thus, the key issue addressed
by the analysis is that the robotic vehicle has the ability to recover of this positioning
uncertainty propagation from a set of sensors. Figure 7.2 shows the procedure of the
uncertainty analysis to identify the requirements of such sensors.

The procedure is based on the mentioned architecture to estimate the vehicle state,
applying a Kalman filtering technique to update periodically the vehicle positioning,
provided by the information from odometry sensors, with respect to the data from
an absolute sensor that observes landmarks. In this analysis, the vehicle positioning
is computed considering the kinematic model of the vehicle under certain degree of
uncertainty in such sensors. As a result, the vehicle performance is compared with
respect to its positioning uncertainty evolution.

In particular, the uncertainty analysis, and the outline of the following sections, is as
follows:

1. The kinematic model is derived from the vehicle parameters, in this case the
Ackermann vehicle. The model also involves the uncertainties of the absolute
and odometry sensors to estimate the position and orientation of the vehicle
along a given path, which is defined by the task and environment requirements.
The odometry sensors are defined from Ackermann geometry, as the required
variables to control the vehicle.
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Figure 7.2: Analysis of positioning uncertainty for AV configuration.

2. The method leads the uncertainty evolution through the path following, consid-
ering only the odometry sensors. This simulation addresses the computation of
the maximum traveled distance, after this distance the vehicle positioning is con-
sidered as ambiguous. Thus, this distance is the longest distance, in which the
positioning must be reset using the absolute sensor information.

3. With this result, the locations and number of the landmarks are analyzed and the
theoretical estimation of the positioning is developed from landmark to landmark,
under the presence of the sensor uncertainties.

4. A quantitative comparison of the results allows the definition of the sensor re-
quirements to the complete Locomotion subsystem. Minimize the number of
landmarks and observations, and keep the sensor uncertainties within certain
bounds are used as criteria.

7.1.1 Vehicle Model

The forward kinematic model of an Ackermann vehicle moving in a plane is replicated
in Figure 7.3, where x and y denote the position of the centre of the rear axle relative
to a reference frame and the angle θ denotes the orientation of the vehicle body with
respect to the x axis. L is the vehicle wheelbase, the distance between the front axle
and rear axle; whereas R is the turning radius. Hence, the inputs to control the vehicle
are the linear velocity V at the centre of the rear axle and the steering angle γ. The
motion equations at any time are derived from the control system shown in Table 6.1,
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Figure 7.3: Geometry of the Ackermann Steering: The vehicle positioning is defined
by [x, y, θ], where (x,y) denote the position of the rear axle midpoint and θ denotes
the vehicle orientation. L is the wheelbase, the distance between the front axle and
rear axle, whereas R denotes the turning radius. The inputs to control the vehicle
are the linear velocity V and the steering of the vehicle γ.

ẋ(t) = V (t) cos(θ(t))

ẏ(t) = V (t) sin(θ(t))

θ̇(t) =
V (t) tan(γ(t))

L
(7.1)

The continuous model is converted into discrete model, assuming that the control
inputs are approximately constant over a sample period ∆T . There the motion model
is given by state variables [x, y, θ] at the instant k,

x(k + 1) = x(k) + ∆T [V (k) cos(θ(k))]

y(k + 1) = y(k) + ∆T [V (k) sin(θ(k))]

θ(k + 1) = θ(k) + ∆T

[

V (k) tan(γ(k))

L

]

(7.2)

7.1.2 Odemetry

For the Ackermann vehicle, the driving and steering variables are well suited inputs re-
quired for control purpose (controllability that has been demonstrated by [Laumond 93]).
To control those variables two sensors are needed to estimate properly the vehicle posi-
tioning using dead reckoning technique, which is defined as odometry. This technique
is able to approximate position and orientation by integrating the measured data from
such sensors to the kinematic model of the vehicle:
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Steering sensor: A sensor measures the angular displacement of the steering Acker-
mann mechanism, which is proportional to the steering angle γ, the average of
the orientations of the two front wheels; hence the steering angle γ(k) is related
to the steering angle measured by the sensor γs(k), it can be described as,

γ(k) = cs γs(k)

where cs is the gain of the sensor.

Velocity sensor: A wheel sensor measures the angular velocity ω(k) of a rear wheel,
which is used to determinate the vehicle velocity Vs(k) = rw ω(k), where rw is
the wheel radius. Thus the vehicle velocity V (k) is related to the vehicle velocity
measured by the sensor Vs(k) which can be expressed as

V (k) = cv Vs(k)

where cs is the gain of the sensor.

7.1.3 Positioning Uncertainty

However the use of steering and velocity sensors is subject to errors which should be
associated with measure of uncertainty; various source of uncertainty contribute to
cumulative and unbounded uncertainty, which are practically present in rough-terrain
applications. Thus, two sensor uncertainties are attached to vehicle velocity and steer-
ing measurements, the velocity uncertainty σv and the steering uncertainty σs, respec-
tively. This leads to a reasonable assumption that the short unit of travel, the error
is assumed to be zero mean, and white, i.e., uncorrelated with the previous (k − 1) or
next (k + 1) unit of travel. Under this assumption, the vehicle positioning presents an
uncertainty for both position (x,y) and orientation θ, propagating along a given path.

For the analysis of the uncertainty propagation, the concept of configuration uncer-
tainty developed by [Fraichard 98] has been applied to investigate the odometry sensor
parameters related to reach the task. In this concept, let u denotes the configuration
uncertainty, which is the uncertainty associated the robotic vehicle positioning. This
configuration uncertainty is characterized by two parameters,

u = (d, δθ) ∈ R × S1

where d represents the uncertainty on position of the vehicle, and δθ denotes the
uncertainty on its orientation. Recall that a configuration of the vehicle is defined by
the kinematic model as,

q = (x, y, θ) ∈ R
2 × S1
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Figure 7.4: Configuration of the uncertainty: ∆(q, u) represented in the configuration
space of the vehicle and its representation in the plane xy.

Hence, the set of possible configurations for the robotic vehicle, when its nominal
configuration is q and its uncertainty is u, is represented as a cylindrical region in the
space, whereas, its representation on the plane xy is a circle that bounds the position
of the vehicle and an arc composed by the lines that bounds its orientation, as shown
the Figure 7.4. These possible configurations are defined as,

∆(q, u) = {qc | dist(q, qc) < dand |θ − θc| < δθ}
where dist(q, qc) is the Euclidean distance between the position components of q and
qc. To define the uncertainty propagation, the path is considered as sequence of ele-
mentary paths, which are defined as being either a straight segment or a circular arc.
Therefore, it needs to compute the uncertainty evolution along every elementary path.
Let ∆E = (q, u, V, γ, σv, σs) denote the uncertainty of the vehicle at the end of an el-
ementary path; i.e., a new configuration q′ reached from the current configuration q,
starting with an uncertainty u, and subject to the control parameters (the velocity V ,
the steering angle γ, and the associated uncertainties σv and σs, respectively).

As a result, the uncertainty evolution is defined as ∆E = (dE, δθE); where dE and
δθE characterize the position and orientation uncertainty of the vehicle at end of the
path. dE denotes the maximum distance of the possible configuration qc, it is the circle
radius centered in the reached configuration q′; whereas δθE is the maximum unsigned
difference between θ′ and the orientation θc. Thus ∆E can be expressed as,

dE = maxdist(q′, qc)

δθE = max |θ′ − θc|
Referenced to the vehicle kinematic model, which yields

θ′ = θ +

[

V tan(γ)

L

]
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and,

θ′c = θc +

[

Vc tan(γc)

L

]

then δθE can be defined as,

δθE = max

∣

∣

∣

∣

(θ′ − θc) + (

[

V tan(γ)

L

]

−
[

Vc tan(γc)

L

]

)

∣

∣

∣

∣

Using dE and δθE expressions, it is possible to compute the uncertainty evolution along
the given path. It can be observed that both dE and δθE are monotonously and increas-
ing functions, intrinsically related to the magnitudes of the steering uncertainty and
the velocity uncertainty, which affect the accomplishment of the task. Thus an analysis
is needed to identify the required parameters of the sensors to achieve successfully the
task (i.e., the estimated uncertainty of the sensors).

The uncertainty propagation can be simulated using the discrete kinematic model and
under the assumption of expected values for the velocity uncertainty σv and the steering
uncertainty σs along a given path in a particular environment, as the Fig. 7.5 shows.
In this analysis this evolution will be computed using maximum values for:

Vc ∈ [V − σv, V + σv]

γc ∈ [γ − σs, γ + σs]

(θ − θc) ∈ [−δθ, δθ]

x

y

Figure 7.5: Evolution of the positioning uncertainty along a given path.
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Figure 7.6: Criterion for the positioning uncertainty.

Based on dead reckoning, the autonomous vehicle may have a positioning failure due to
the evolution of the positioning uncertainty, in which the vehicle is lost and it is unable
to reach its task. This situation is assumed when the magnitude of the maximum
distance dE is greater than or equal to the wheelbase L (dE ≥ L) and/or the maximum
orientation δθE is greater than or equal to a right angle π

2
(δθE ≥ π

2
), as so this is

shown by the Fig. 7.6. Throughout this analysis, the latter is assumed as a criterion to
determinate the maximum traveled distance dt for certain values of uncertainty in the
velocity sensor and the steering sensor. After this distance dt the vehicle positioning is
ambiguous for both the position and the orientation.

7.1.4 Absolute Sensor

Relying on dead reckoning only, the autonomous vehicle will never be assured to reach
its destination. Absolute localization is necessary to reduce the positioning uncertainty
from time to time, preventing that the vehicle reaches the maximum traveled distance
dt without any update. To this end, the vehicle must have at least a sensor that allows
the vehicle to recover its position and orientation; hence, the existence of an absolute
sensor is required; landmarks are assumed in this analysis.

The landmarks must be located in the environment at fixed and known locations, which
depend on maximum traveled distance dt and the parameter set of the absolute sensor.
The parameters of the absolute sensor are the sensor range rsensor, the sensor scan
rate ratesensor, its intrinsic range uncertainty σr, and its bearing uncertainty σb. The
absolute sensor provides information about the distance rLi and the angle φLi to the
landmark while the sensor observes it. Then, the vehicle can update its position and
orientation with respect to the landmark coordinates (xLi, yLi). Figure 7.7 depicts the
observation range and bearing (rLi, φLi) made by the absolute sensor. To improve the
result, a filter that accounts for the sensor uncertainties can be used.



7.2. Analysis for Selected Locomotion 149

x

y

Yoffset

θ

V
ϕLi

Li = (xLi, yLi)

x v

y v

rLi

Landmark

Sensor 

Figure 7.7: Observation of landmarks to update the vehicle positioning, using the
observed data (rLi, φLi) under their uncertainties (σr, σb), respectively.

An Extended Kalman Filter (EKF) uses all of the available information about the
discrete-time controlled process to produce the best estimate of the vehicle position-
ing. The filtering procedure consists of two basic steps: prediction and correction.
The estimated velocity and steering of the vehicle is used to predict its next position
and orientation; this prediction is performed when absolute sensor information is un-
available. This prediction is then combined with the observation obtained from the
landmark to update both the position and orientation and by consequence, the error is
minimized statistically. The derivation of the EKF used for this analysis is found in the
Appendix C. To compute the positioning uncertainty, the analysis assumes particular
values of the sensor uncertainties. These estimated values are applied to the kinematic
equations of the robotic vehicle to investigate the required sensor parameter, such as
the number of landmarks to allow the achievement of the task.

7.2 Analysis for Selected Locomotion

The propagation analysis for the positioning uncertainty has been carried out using the
selected locomotion: an Ackermann steering vehicle. In particular, and without loss
of generality, the vehicle must reach and follow a geometric path avoiding the vehicle
getting lost despite the expected uncertainty. The vehicle is equipped with two rela-
tive sensors (velocity sensor and steering sensor) and one absolute sensor (observation
sensor); all the sensor information is integrated via the EKF. The wheelbase L is 1 m
and the path following must be traced at constant velocity (V = 1 m/s) starting from
an initial configuration as sketched in Figure 7.8; on the assumption that a planner
provides a set of motion commands to a controller, which converts the commands into
motion execution.
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Figure 7.8: Outline of the path (dashed line) to follow by the robotic vehicle in the
tunnel-profiling task. The path keeps the middle of tunnel, limited by the walls
(solid line), as proper criterion.

7.2.1 Sensor Uncertainty

The sensor uncertainties depend on complex phenomena, regarding the interaction
among sensors, vehicle, and environment, which are difficult to define in an accurate
model; thus, the theoretical propagation of uncertainty is estimated from expected
uncertainties. Such uncertainties are formulated by means of proportional relations
that involve the vehicle parameters and the vehicle operation, such as steering and
velocity. Henceforth, the associated sensor uncertainties are given by the following
expressions:

Steering Uncertainty: proportional to maximum steering angle γ that the vehicle
can perform (i.e., γ ≤ γmax). It can be described as,

σs = ks γmax

where ks ∈ (0, 1) is the constant of the steering uncertainty.

Velocity Uncertainty: proportional to the nominal velocity V of the vehicle during
the path following. Thus, the velocity uncertainty σv is expressed by,

σv = kv V

where kv is the constant of the velocity uncertainty. This percentage is related
to a maximum displacement allowed in terms of the sample period ∆T to the
vehicle control; i.e, a ratio between the wheelbase and the sample period, which
is defined by,

kv =
kw L

∆T

with kw ∈ (0, 1) as the constant of the maximum displacement uncertainty.
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Range Uncertainty: proportional to the maximum range rsensor of the absolute sen-
sor. This sensor uncertainty is given as,

σr = kr rsensor

where kr ∈ (0, 1) denotes the constant of the range uncertainty.

Bearing Uncertainty: related to the range uncertainty σr of the absolute sensor.
Referring to the Figure 7.7 of observation model, the bearing uncertainty is ex-
pressed as

σb = atan(
σr

rsensor

)

σb = atan(kr)

To compute the propagation uncertainty of the Ackermann steering mechanism, the
uncertainty analysis assumes particular values for the constants derived in the above
expressions. The percentage ks is estimated as 10 % with respect to steering angle γ, as
10 % for the percentage kw in terms of the ratio frackw L∆T ; whereas, the percentage
kr is estimated as 1 % with respect to the absolute sensor range rsensor. These estimated
values are applied to equations under a steering angle γmax = 35◦, a nominal velocity
V = 1.0 m/s, a sampling step ∆T = 0.1 s, and a sensor range rsensor = 10 m. Table
7.1 shows the calculated uncertainties, as a reference to investigate the impact on the
positioning estimation.

Table 7.1: Sensor uncertainties

Source Constant Uncertainty
Steering sensor ks = 0.10 σs = 3.5◦

Velocity sensor kv = 1.00 σv = 1.0 m/s
Absolute sensor kr = 0.01 σr = 0.1 m
Absolute sensor kr = 0.01 σb = 0.6◦

7.2.2 Positioning Estimation

The Ackermann vehicle positioning is computed to estimate the uncertainty propaga-
tion in odometry; i.e., dead reckoning from indications of velocity and steering sensors
considering their respective uncertainty values (Table 7.1). In this simulation, the
essential purpose is the derivation of the maximum traveled distance dt, using the
criterion of the positioning uncertainty. Figure 7.9 shows the resulting uncertainty
evolution while the vehicle follows the given path; null uncertainty is assumed on the
start position and the positioning uncertainty is associated with reference to the rear
axle of the vehicle.
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Figure 7.9: Uncertainty propagation of the vehicle positioning along the path.

The effect of the odometry sensor uncertainties is evident on the estimation of the
vehicle positioning, and a significant inconvenience for the achievement of the task. In
particular, the vehicle is limited to reach the end of the path; since the overall growth
of the positioning uncertainty is more than the uncertainty criterion. Referring to this
simulated propagation, the uncertainty criterion is reached by the vehicle at 10.1 m
from the start setting, as shown the Figure 7.10. After this distance the vehicle will
be lost, due to the magnitude of the maximum distance dE that is greater than the
wheelbase L (dE ≥ L); i.e., the vehicle positioning estimation presents ambiguity.

Hence, the maximum traveled distance dt is equal to 10.1 m. Fig. 7.10 shows the
estimated uncertainty at this distance, the centre of the circle is placed on the vehicle
positioning references (x, y). The circle radius corresponds to position uncertainty dE;
whereas the orientation uncertainty δθE is the angle illustrated by the dashed lines with
respect to the nominal orientation of the vehicle. To avoid that the vehicle reaches this
situation and eventually lost, the traveled distance is scaled by a level of confidence.
This confidence distance is the maximum or the longest distance, in which the position
estimation must be update using the information from the absolute sensor and applying
the nonlinear Kalman filter. Let kc denotes the constant of confidence of 90%. Thus,
this confidence distance dc is equal to,

dc = kc dt = 0.90(10.1) = 9.09m
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Figure 7.10: Maximum traveled distance in odometry.
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Table 7.2: Landmark location

Landmark Coordiante Observations
(xLi, yLi)

L1 (19.99, 0.00) 2
L2 (38.17, 0.00) 2
L3

∗ (51.41, 1.75) 2
* corner landmark

7.2.3 Positioning Update

To recover the vehicle positioning, under the presence of these odometry uncertainties,
the positioning estimation must be updated involving landmarks along the path. In
this context, the landmark location depends on the confidence distance (dc) and the
range of the absolute sensor (rsensor).

For computing the landmark locations, hereinafter it is assumed that landmarks are
on the track of the given path; thus, the vehicle can only detect the landmark in its
front field of view. It also is considered that on tight corner, such is the case of the
given path (Figure 7.8), there must be a landmark defined as corner landmark that
is visible. The location of absolute sensor is Ysensor = L; this position is on the front
axle and has been analyzed in the earlier Section 6.3, concerning with the perception
analysis. Table 7.2 shows the computed landmark coordinates, considering an absolute
sensor range rsensor = 10 m and its respective uncertainty values (Table 7.1); whereas,
the Figure 7.11 illustrates the locations of such landmarks.

In the following simulations, the EKF technique is used to investigate the requirements
to minimize the positioning uncertainty. For such purpose, the evolution of the posi-
tioning uncertainty is computed, varying the number of landmarks and observations,
as well as the range of the absolute sensor.
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Figure 7.11: Landmark placement along of the path.
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Figure 7.12: Last observation of the corner landmark.

Null uncertainty is assumed on the start position and the aforementioned odometry
uncertainties. Furthermore, the absolute sensor must observate at least a landmark at
the confidence distance dc. It also is assumed that the vehicle must perform a last ob-
servation of the corner landmark, regardless of the amount the observations. This last
observation is made at minimum distance, which is calculated based on the curvature
of the path in the corner and the location of the corner landmark, as shown the Figure
7.12. In this exercise, the path presents a radius of the circle arc equal to 3.35 m, i.e.
a constant curvature c = 1

3.35
.

Table 7.3 shows the distance of observation by which the vehicle is expected to observe
a landmark. This distance of observation is given by dc

Ratio
; where the Ratio is the

amount of observations made by the sensor inside of the confidence distance (dc). It
is important to note that the Ratio can be also expressed by V Ratio

dc
, as the rate of

observations when the observations depend on time instead of the distance traveled.
This may be interpreted as the scan rate of the absolute sensor.

Table 7.3: Observation distance

Ratio Distance Scan rate
(m) (Hz)

1 9.09 0.11
2 4.54 0.22
3 3.03 0.33
4 2.27 0.44
5 1.82 0.55
10 0.91 1.10
20 0.45 2.20
100 0.09 11.00
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Figure 7.13: Uncertainty propagation applying the EKF technique. The vehicle
observes a landmark at intervals equal to confidence distance dc.

Figure 7.13 depicts the uncertainty evolution while the vehicle follows the given path.
For this exercise, the absolute sensor must observe a landmark at intervals equal to the
confidence distance dc; i.e., a Ratio = 1 according to the Table 7.3. In such case, the
vehicle can observe twice each landmark, the crosses show the estimated position of
such landmarks, respectively; whereas, the distance where the absolute sensor observes
a landmark is illustrated by black points over the x axis of the plot. In each obser-
vation, the absolute sensor measurement is converted into the range and the bearing
observation referenced to the vehicle coordinate system. This observation is projected
into base-coordinates, and then matched to the known landmark locations in the path
(Table 7.2.). The matched landmark is transformed back into vehicle coordinate sys-
tem, which is used to correct and to update the vehicle positioning, using the EKF
technique.

It can be noted that the positioning uncertainty is minimized in every observation, al-
lowing the vehicle reaches successfully the end of the path while moving from landmark
to landmark, in spite of the sensor uncertainties. Thus, this behavior is analyzed for
different amount of observations, according to the Table 7.3. Figure 7.14 shows the
results of the estimated uncertainty evolution for the vehicle positioning, considering
the same set of landmarks (Table 7.2.) and sensor uncertainties (Table 7.1).

Referring to these resulting propagations, it important to note that the uncertainty
of the vehicle positioning decreases significantly while the absolute sensor performs
a major number of observations; i.e., the reduction of the positioning uncertainty is
proportional to the number of updates. In particular, when the number of observations
and updates are close to the control frequency (the sample period ∆T ), the positioning
uncertainty may be negligible since it tends to be null, as shown the Figure 7.14 (e)
that estimates the uncertainty evolution for a Ratio = 100 observations. However, in
a realistic context, these frequent updates can result in excessive requirements for the
absolute sensor, inclusive such information will be unavailable at required rates.
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Figure 7.14: Uncertainty evolution for a Ratio: a) 2, b) 5, c) 10, d) 20, and e) 100
observations.

These results indicate a trade-off among the number of observations and the improve-
ment of the vehicle positioning, under a certain sensor range (rsensor = 10 m). To
investigate the relation between the uncertainty propagation and the range of the
absolute sensor, the vehicle positioning is simulated comparing diverse sensor ranges
against the number of landmarks needed to reach the end of the path. Table 7.4 shows
the calculated landmark number and locations for specific sensor ranges. Whereas,
the Figure 7.15 presents the uncertainty evolution, assuming one observation per con-
fidence distance (Ratio = 1). The case of minimal range (rsensor = 0 m) is considered
as direct and instant observations at the confidence distance.
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Table 7.4: Landmark locations

Absolute sensor rsensor (m)

0.0 6.0 10.0 20.0 50.0

(10.2,0.0) (15.9,0.0) (19.9,0.0) (29.9,0.0) (51.4,1.75)∗

(19.3,0.0) (25.1,0.0) (38.1,0.0) (51.4,1.75)∗

(28.4,0.0) (34.2,0.0) (51.4,1.75)∗

(37.4,0.0) (43.2,0.0)

(46.5,0.0) (51.4,1.75)∗

(51.4,1.75)∗

* corner landmark

7.2.4 Discussion and Comparison

The uncertainty in the vehicle positioning has been estimated for the selected Acker-
mann vehicle. The uncertainty is calculated to investigate the vehicle performance in
the context of its propagation along a given path. This theoretical evolution, devel-
oped in terms of the expected sensor uncertainties, absolute sensor range, quantity of
updates, and number of landmarks, addresses the following observations:

1. The vehicle is limited to achieve the end of the path, using only dead reckoning
from indications of velocity and steering sensors. The vehicle positioning uncer-
tainty increases along of the path and consequently the vehicle is lost, as shown
the Fig. 7.9.

2. Using the Kalman filter, integrated indications from an absolute sensor to esti-
mate the vehicle positioning, the propagation of the uncertainty is minimized, at
least in certain boundaries to complete the path. Thus, this architecture, com-
posed by velocity, steering, and absolute sensors, is an essential component for
the Locomotion subsystem.

3. The results indicate a trade-off in the number of observations to keep the uncer-
tainty propagation within certain boundaries; i.e., under the uncertainty criterion
defined in the Section 7.1.3. Such observation number depends on the availability
of information for the absolute sensor, proportional to its frequency of operation
or scan rate. Thus, it is a key parameter to select the absolute sensor, in addition
to the criteria about computing and power cost.

4. Whereas, the trade-off in the number of landmarks to accomplish the path de-
pends on the range of the absolute sensor and the environmental conditions.
Since, the performance of the sensor is affected by the geometry of the tunnel
that may set out of reach the landmarks. A minor reach of the absolute sensor
increases the number of landmarks needed.
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Figure 7.15: Uncertainty evolution for rsensor: a) 0, b) 6, c) 10, d) 20, e) 51.4 m.

7.3 Locomotion Configuration

In order to complete the Locomotion subsystem, the uncertainty propagation in the
vehicle positioning has been investigated. The uncertainty analysis is a comparison
among the necessary sensor parameters to keep such uncertainty within boundaries
along a given path. The theoretical results show that the parameters outlined in the
Table 7.5 are a suitable solution to the uncertainty problem of the vehicle position-
ing for the tunnel-profiling task. Such solution is implemented through the filtering
of observations of landmarks with odometry sensors in an Extended Kalman Filter to
provide estimates of vehicle position and orientation, under certain uncertainty associ-
ated to the sensors.
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Odometry is implemented by a steering sensor, limited by an allowable uncertainty less
than 3.5 ◦, and a velocity sensors having an uncertainty less than 1.0 m/s; whereas
the absolute sensor requires an associated uncertainty less than 0.1 m and 0.6 ◦ in its
range and bearing, respectively. Under these parameters, three landmarks are needed
to reach the end of the path; consequently, the relation between landmarks and obser-
vations is addressed by the sensor range rsensor = 10 m of the absolute sensor, and a
Ratio = 1, producing two observations to each one of these landmarks. Thus, the ve-
hicle positioning is updated every 9.09 m (or a rate equal to 0.11 Hz) while the vehicle
moves along the tunnel, as shown the Figure 7.13.

Therefore, this suitable solution must be included in the robotic vehicle configuration,
which is mapped into the Mining Autonomous Vehicle structure as the module to es-
timate the vehicle positioning. Figure 7.16 shows such structure, which consists of the
Locomotion, Deployment, and Tool subsystems to implement the Basic Configuration
P1R2P3 for performing the tunnel-profiling task.

The Locomotion subsystem includes the results of the autonomy and uncertainty analy-
sis, which lead to identify an Ackermann vehicle and the positioning module. The
Ackermann steering satisfies the kinematic requirements to improve the position esti-
mation, the control and the perception requirements, identified by a parametric com-
parison of different steering mechanisms. Whereas, the positioning module implements
the architecture to estimate the position and orientation of the Ackermann vehicle

Table 7.5: Sensor parameters

Sensors Parameter
A Steering sensor σs ≤ 3.5◦

A Velocity sensor σv ≤ 1.0 m/s
An Absolute sensor σr ≤ 0.1 m

σb ≤ 0.6◦

rsensor ≥ 10.0 m
Under the following values

L γmax V ∆T ks kw kv kr kc

(m) (◦) (m
s
) (s)

1.0 35 1.0 0.1 0.1 0.1 1.0 0.01 0.9

Landmark coordinates

(19.99,0.0) (38.17,0.0) (51.41,1.75)∗

Ratio Observations Distance Rate

1 2 9.09 m 0.11 Hz

* corner landmark
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Figure 7.16: Configuration of the MAV including the selected Locomotion subsystem
that integrates the positioning, drive, steering and safety modules, referring to the
results of the autonomy and uncertainty analysis.

within acceptable levels of positioning uncertainty, integrating the measurements of
the steering, velocity, and absolute sensors by means of an Extended Kalman Filter.
The steering and velocity sensors should be connected with the drive and steering units
of the Ackermann vehicle to provide available indications, via the drive and steering
modules, respectively. Whereas, the absolute sensor keeps its location on the front axle
of the Ackermann vehicle to observe the landmarks.

Based on this configuration, the synthesis of the robotic vehicle is developed in the
following Chapter. The process of instantiation will be presented for every subsystem,
recapturing the System Design phase of the systematic framework and selecting the
correct component to provide the complete configuration of the Autonomous Vehicle
that performs the tunnel-profiling task with certain degree of autonomy.



Chapter 8

Synthesis of MAV Configuration

This chapter addresses the systematic framework conclusion to complete the synthesis
of the Mining Autonomous Vehicle configuration. To this purpose, every subsystem of
the structure, derived by the autonomy analysis (Chapters 6 and 7), should be instanti-
ated with proper components. This instantiation process provides a detailed structure
of specific components to implement the Basic Configuration, based on the Configura-
tion Requirements and Configuration Parameters to select each component; in regard
to the technical specifications and constraints produced by the selected components.

In the following sections, the System Design phase is developed, from the component
selection, to derive the complete and detailed MAV configuration, as the solution for
synthesis of the robotic vehicle prototype to perform the tunnel-profiling task. Finally
an outline of the integration process and observations are also presented.

8.1 Component Selection

The feasible solution is defined when the Configuration Requirements, the Configura-
tion Parameters, and the Component Requirements have been satisfied and the Basic
Configuration is transformed into a complete structure of subsystems, integrated by
specific components to perform the given task. Thus, the instantiation implies the
selection of such components for implementing the subsystem function defined by the
motions of the Basic Configuration. Referring to the Figure 7.16 of the MAV structure,
these subsystems are the Tool, Deployment, and Locomotion that must be instanti-
ated by a laser rangefinder, a PTU or steeper motor, an Ackermann vehicle. The next
sections present the selection procedure for each subsystem and involved modules, con-
sidering the order of analysis established in the Section 4.5.

8.1.1 Tool and Deployment Subsystems: Laser

Although the laser Sentinel 100 was selected for a previous example (Chapter 5), up-
dating the component inventory and following both the Configuration Requirements

161
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and the Configuration Parameters (Table 4.1 and 4.8, respectively), the laser LMS 221
presents a better fulfillment of the requirements and parameters for the motion P3. In
particular, this laser behaves the lowest spot diameter, having a diminution about 50
%, and a superior measurement rate, approximately 100 times faster than the laser
Sentinel 100 ( as is shown in the Table 5.2).

These specifications are related to an improvement in the measurement process, which
is identified as the fundamental function of the Tool subsystem. Nevertheless, the
necessary accuracy (accuracy measured) in the Configuration Requirements should be
relaxed by a threshold equal to ± 1 cm since the manufacturer reports an accuracy up
to ± 6 cm, thus the requirement accuracy measured is updated as,

accuracy measured ≤ 0.06 m

-0.06 m ≤ accuracy measured

In addition to the operation for measuring the time of flight of laser light pulses, the
laser LMS 221 provides a rotational motion that matches the Configuration Parame-
ters for the motion R2, implementing the functionality of the Deployment subsystem
to orientate the Tool subsystem (i.e., the laser beam). Since the laser beam is deflected
by an internal rotating actuator up to 180◦ as maximum scanning range at three an-
gular resolutions 0.25◦/0.50◦/1.00◦/. This scanning motion satisfies the Configuration
Parameters of the motion R2, such as the range of operation (θ2), the span neces-
sary (span θ2), and the angular interval (∆θ2 ≤ 1.76◦). Thus, this laser is selected
to instantiate both the Tool and Deployment subsystems. The pulses embodies the
functionality of the prismatic motion P3; whereas, the scanning motion embodies the
functionality of the rotation motion R2.

The technical specifications of the laser LMS 221 are mapped to a list of Component
Requirements, which are actuation-sensing specifications and constraints. In this case,
the laser is a non-contact measurement device that operates with a power supply 24 V
DC and requires a data interface RS 232 for setting operation parameters and gather-
ing the measured data. Thus, the necessary serial port for serial transmission and the
power supply are denoted by the quantifiers port serial and power laser, respectively.
Additionally, the features of the laser serve to instantiate certain parameters of the
motions R2 and P3, such as the quantifier P3 weight instantiated by the laser weight
(i.e., P3 weight ≤ 9.0 kg); whereas, the constraint R2 payload is neglected, and the
quantifier R2 weight is updated as: R2 weight ≤ 0. Table 8.1 shows these require-
ments that must be analyzed in order to avoid propagation of conflicts or technical
contradictions with respect to rest of the components.

8.1.2 Locomotion Subsystem: Ackermann Vehicle

An initial configuration study that examined the Configuration Parameters of the mo-
tion P1 determined that a wheeled vehicle was feasible to implement its functionality.
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Table 8.1: Laser Component Requirements

Technical Specification Component Requirements

LMS 221

I/O Interface RS232 port serial laser ≤ 1
Power 24 VDC power laser ≤ 24 VDC
Weight 9.0 kg P3 weight ≤ 9.0 kg

R2 weight ≤ 0.0 kg
Dimension 352×195×266 (mm) (H×W×L) height laser ≤ 0.352 m

width laser ≤ 0.195 m
length laser ≤ 0.266 m

The selection has been leveraged by a four-wheel vehicle, to navigate under the geom-
etry of the expected terrain while avoiding obstacles (such as rocks). The trade-offs
in the vehicle dimensions has been determined by a geometric analysis based on equi-
librium state to maintain a stability position through the tunnel. Consequently, the
autonomy analysis, comparing different steering mechanisms, determined that an Ack-
ermann vehicle with a wheelbase (1 m ≤ wheelbase) is the component to implement
the Locomotion subsystem of the robotic vehicle configuration. Furthermore, the se-
lected Locomotion subsystem must be completed with the positioning module derived
by the uncertainty analysis for the achievement of tunnel-profiling task; in addition to
the Configuration Requirements.

Therefore, these aforementioned results address to the selection of a four-wheeled Ack-
ermann vehicle, such as motorcycles or compact utility vehicles. The vehicle model
Super Truck made by Johnson Industries satisfies the Configuration Requirements and
the Configuration Parameters (Table 4.1 and 4.8, respectively) for the Locomotion
subsystem. This vehicle is steered by an Ackermann mechanism, according to the au-
tonomy analysis, and driven by an electric motor, which fulfills the constraint ¬ fuel;
whereas, its other technical specifications meet the rest of parameters and requirements,
such as the required payload (P1 payload), the vehicle dimensions (wheelbase vehicle),
and the ground clearance (ground clearance), as shown the Table 8.2.

Table 8.3 shows the Component Requirements of the Super Truck vehicle; i.e., the
list of the actuation-sensing specifications translated as requirements, which must be
analyzed and satisfied to operate the Locomotion subsystem.
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Table 8.2: Super Truck Technical Specifications

Specifications Configuration

Requirement/Parameters

Electric Motor 5 hp ¬ fuel

36 VDC

Electric system:

36 VDC

six batteries 6 V/20 A

Controller solid state 36 volt/ 400 amp

Top Speed 20.5 m/s

Run distance (single charge) upper 1 km run time

Transmission: d1

Forward/Reverse span d1

Steering Ackermann

commercial truck box w/ 6 turns

lock-to-lock 1.49 m turn radius

Payload Capacity 725 kg P1 payload

Empty Vehicle Weight 635 kg wheel loading

Ground Clearance 156 mm ground clearance

height rock

Tires 18-9.50-8 4 diameter wheel

Diameter 459 mm Width 241 mm width wheel

Vehicle Dimension 980×1041×1250 mm (W×H×L) wheelbase vehicle

width vehicle

height tunnel

width tunnel

length tunnel

Table 8.3: Ackermann Component Requirements

Technical Specification Component Requirements

Super Truck Vehicle

Forward/Reverse Advance control drive
Steering control steering
Payload 725 kg P1 payload ≤ 725 kg
Power 36 VDC power vehicle ≤ 36 VDC
Weight 635 kg P1 weight ≤ 635 kg

weight vehicle ≤ 635 kg
Dimension 980×1041×1250 mm (W×H×L) height vehicle ≤ 1.041 m

width vehicle ≤ 0.980 m
length vehicle ≤ 1.250 m
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Figure 8.1: MAV configuration formulated by the Ackermann vehicle Super Truck
and the laser LMS 221.

Therefore, the structure that represents the MAV configuration is instantiated with
the selected components: the laser LMS 221 and the Ackermann vehicle Super Truck,
as shown the Figure 8.1. The complete fulfillment of the MAV configuration must
include each one of the defined modules to provide the controlling and sensing of every
subsystem to perform the tunnel-profiling task.

8.2 Component Integration

An analysis of the Component Requirements completes the MAV configuration, under
the constraints and specifications of the Configuration Requirements and Parameters.
It is important to note that the integration of the selected components involves a de-
tailed process, including system engineering, signal processing, electronic circuit board
design, mechanical design (such as mounting and adaptation of components), and em-
bedded microprocessor programming, which goes beyond the scope of this thesis. How-
ever, a feasible configuration can be derived from the requirements for actuation and
sensing of the selected components, assuming the existence of such electromechanical
and programming issues in the integration process.

8.2.1 Tool and Deployment Subsystems: Laser LMS 221

The laser LMS 221 is operated by its interface RS 232, to set the operation commands
and to gather the measured data; i.e., both scanning and measuring functions are
achieved via this interface. Moreover, an internal control leads to the sensing of these
operations, for this reason no components of feedback are necessary. Therefore, an
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Figure 8.2: Configuration of the Mining Autonomous Vehicle to perform the Tunnel
Profiling Task.

electronic and computing device that includes an interface RS 232 is required to control
the laser, such as a personal computer (PC). This component is mapped to the MAV
structure into the Processing Unit subsystem for operating the measuring and scanning
modules. Whereas, the required power supply to support the operation of the laser
is implemented by a commercial battery at 24 VDC, such battery is mapped into the
Power Unit subsystem in the robotic vehicle structure, as shown the Figure 8.2.

8.2.2 Locomotion Subsystem: Super Truck Vehicle

The selected Ackermann vehicle should be adapted to navigate autonomously into the
tunnel, implementing the motion P1. Towards this goal, every module defined in the
Locomotion subsystem has been analyzed to resolve the components that perform its
controlled actuation. Such components are mapped into the structure of the Mining
Autonomous Vehicle as shown in Figure 8.2.
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The automation of the Locomotion subsystem implies that the vehicle navigation must
be controlled with respect to a path. Such path is composed by a set of points on the
plane; i.e., equidistant points at the sampling necessary according to the parameters
of the motion P1 and the Configuration Requirements (sampling interval). Thus, the
vehicle positioning must be estimated to provide the control of the vehicle to reach
each one of these points; considering the positioning module and its interaction with
the drive, steering, and safety modules, as shown the Figure 8.3.

Therefore, the vehicle control is implemented in this hierarchical and modular ar-
chitecture; under the assumption, in which a higher-level planner develops the plan to
follow, considering the nonholonomic constraints and obstacle avoidance [Latombe 91],
and provides a series of points to the point controller [Palacios 00, Vazquez 02]. This
controller addresses with the basic function of converting points into the desired values
of actuation for both the drive and the steering controller, which deal with the gener-
ation of the lower-level commands to the respective actuator.

The following sections presents the components that implement this control architec-
ture to instantiate the modules of the Locomotion subsystem, which are derived, not
only from the kinematics of the Super Truck vehicle, but also from its physical and
mechanical compound.
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Referring to the geometry of the Ackermann vehicle, as shown the Figure 7.3, the
kinematic model of the Super Truck vehicle is defined by the equation 7.1, which is
rewritten as,
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where v1 and v2 correspond to the driving and the steering velocity inputs, which have
been associated to the drive and steering controllers as the desired velocity (vd) and
the desired steering angle (γd) to operate the robotic vehicle via the point controller.

Drive Controller: The vehicle Super Truck is driven by an electric DC motor. This
traction motor is powered by a supply of 36 VDC through a solid-state H-bridge
circuit, provided by the manufacturer. Thus, the drive controller should be an
interface that converts the forward and backward motion commands (i.e., the
drive input vd) to the electric signals for the H-bridge circuit.

This interface can be implemented by an embedded microprocessor unit to con-
trol the traction motor; in combination with electrical decoupled devices (e.g.,
optoisolators and a separate power supply) since this DC motor draws a sig-
nificant power (up to 100 A). By varying the pulse width of the Pulse Width
Modulation (PWM) in an algorithm software can be used to control the motor
speed (vd) via a conventional PID (proportional, integral, and derivative) con-
troller that is used in the classical control theory such as [Ogata 02]. The control
loop is closed by the velocity sensor, which is instantiated by an incremental en-
coder that must satisfy the specifications established in the uncertainty analysis
and resumed in the Table 7.5.

Steering Controller: Whereas the steering operation of the vehicle Super Truck is
developed by a manual wheel steering, which is attached directly to a commer-
cial truck box with 6 turns lock-to-lock at 1.498 m turn radius referred to the
Ackermann steering mechanism. A feasible solution to automate this manual
wheel steering is to use a DC motor (called steering motor in the robotic vehi-
cle structure) connected by a link to performs the steering actuation, such as a
gear mechanism [Chironis 96, Norton 04]. The link transmits the motor motion
towards the truck box under the constraint of the ratio between the output force
and the input force applied to it.
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Similar to the drive controller, the steering controller can be implemented by an
embedded microprocessor unit to control the steering motor, with the control
algorithm in software. In this case, a PD (proportional and derivative) controller
is proposed to reach the equilibrium state faster [Ogata 02], and an absolute
encoder to instantiate the steering sensor, closing the control loop for the steering
angle (γd). This encoder must also fulfill the parameters defined in the Table 7.5.

Point Controller: To reach each one of the points (xi, yi), for i = 0 · · ·n, the point
controller sets the desired velocity vd and the desired steering angle γd for the
drive and steering controller, respectively. In this context, the point controller
uses the estimation of the vehicle positioning (x̂, ŷ, θ̂) to close the control loop
for the vehicle navigation, provided by the Extended Kalman Filter through the
sensor measurements: measured velocity vm, measured steering angle γm, and the
measured range rLi and bearing φLi from the absolute sensor, using the kinematic
model (Equation 8.1) of the Ackermann vehicle.

This point controller is carried through an embedded microprocessor unit, which
is implemented into this module of the vehicle structure. Similarly, the posi-
tioning estimation can be implemented in an embedded microprocessor unit to
develop the Extend Kalman Filter. Whereas, the absolute sensor is embodied by
the laser LMS 221, which has been identified in the uncertainty analysis (Chap-
ter 7) and denoted as Laser P in the robotic vehicle structure. Additionally, the
point controller received the information of the perception sensor to avoid obsta-
cles and collisions; this sensor is instantiated by a laser LMS 221, since it fulfills
the specifications defined in the Chapter 6 for the perception parameters. This
component is denoted as Laser S in the structure of the robotic vehicle into the
safety module (Figure 8.2).

These selected components are mapped into the Locomotion subsystem, according the
Mining Autonomous Vehicle structure to implement the positioning, drive, steering,
and safety modules, as shown the Figure 8.2. In addition to the Locomotion, Deploy-
ment, and Tool subsystems, there exist a local personal computer (PC) that is mapped
as Processing Unit, and a Communication subsystem that provides the link between
the robotic vehicle and its exterior. A remote PC is used to govern the vehicle; this
component is mapped into the Control Panel where high-level commands will send via
the communication link. Finally, there is a Power subsystem that concerts with the
series of batteries necessary to supply the robotic vehicle.

Therefore, this complete structure expresses the Mining Autonomous Vehicle configura-
tion to perform the tunnel-profiling task. The robotic vehicle configuration formulates
the Basic Configuration and involves the kinematics and sensors requirements to the
development of an operational MAV prototype. The synthesis of the configuration is
presented in the following section.
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8.3 Prototype

The current status of the MAV prototype is the integration of the selected components,
as well as the acquisition of remaining components described by the MAV configuration.
A concurrent prototyping and testing stages have been achieved, which are addressed
to build the Mining Autonomous Vehicle from of the defined configuration, referred to
the Figure 8.2. To drive with this challenge, a detailed performance evaluation and an
adaptation process are in progress; under the results derived by the framework to solve
the tunnel-profiling task in the expected underground mining environment.

In building the Autonomous Vehicle, the drive and steering have been automating
to control the Super Truck vehicle [González 04]. In this phase the control architec-
ture is implemented, two controllers have already been completed: Drive and Steering
controllers, which must be evaluated, checking that the hardware adaptations are per-
forming properly. These controllers have been implemented in separately embedded
microprocessors, according the modular structure of the robotic vehicle and writing
code to control the actuators (i.e., the traction and steering motors). In order to eval-
uate these modules various tests will undertake in a series of experiments to compare
their performances. Figure 8.4 shows the robotic vehicle while following a closed path,
controlled directly by the Drive and Steering Controllers.

Figure 8.4: The robotic vehicle prototype while following a closed path to check the
performance of the drive and steering controllers.
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Figure 8.5: Mining Autonomous Vehicle prototype to perform the tunnel-profiling
task.

The next stage of experiments will involve performing the tunnel-profiling task, but
integrating gradually the rest of selected components. These experiments will test the
ability of the prototype to achieve the given task. Figure 8.5 outlines a 3D model of
the MAV prototype, involving the selected Ackermann vehicle to perform the motion
P1, and the laser LMS 221 to implement the motions R2 and P3. Moreover, the robotic
vehicle will be equipped with the other two lasers LMS 221 to implement the safety and
positioning modules. Indeed, the realization of this robotic vehicle prototype will serve
to the achievement of the tunnel-profiling task, involving the generation of planes xy
along the tunnel while the vehicle navigates autonomously in the underground mine.

8.4 Discussion

In applying the proposed method for synthesis of an Autonomous Vehicle configura-
tion, the reached result is the systematic configuration of the robotic vehicle, a Mining
Autonomous Vehicle (MAV) to perform the tunnel-profiling task (TPT). This con-
figuration has been defined as a complete structure of interlinked components using
embedded microprocessor units that implemented their actuation and sensing. These
components fulfill the task specifications under the constraints of an underground min-
ing environment, having the functionality derived by the analysis of the necessary
motions specified as the Basic Configuration to carry out the task.

This instantiation of the Basic Configuration presents a complete configuration to per-
form the assigned task with certain level of autonomy, in comparison with the viable
MAV configuration developed in the Chapter 5. Such degree of autonomy is essential
issue in the synthesis process, since it involves fundamental actions of the robotic ve-
hicle to produces an operational configuration, which can be then built and deploy. In
this autonomy analysis, kinematic evaluation and simulation of positioning estimation
are the analytical process used to detail the entire locomotion subsystem, specifying
the necessary components to enhance actions of the robotic vehicle, such as position-
ing estimation, control, and perception functions, and the capability to recover from
intrinsic propagation in the positioning uncertainty.
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Although, this issue of autonomy was not addressed in the preliminary configuration
(Chapter 5), the results obtained in the laboratory and real environment trials val-
idated the performance of such prototype. Therefore, it is to be expected that the
detailed configuration, defined by the overall systematic framework, improves the per-
formance of the synthesized robotic vehicle to the effective achievement of the assigned
task.

This detailed robotic vehicle configuration has been defined as follows:

• Identifying the task, convert the task specifications (e.g., accuracy and resolution)
and the environment conditions (e.g., tunnel dimension and terrain geometry)
into a list of Configuration Requirements and define their Geometric Description
(i.e., an abstraction of what and where the tunnel-profiling task is to be achieve).

• Finding possible solutions, combine fundamental motions (i.e., prismatic and ro-
tation) to produce compositions that cover the Geometric Description workspace.

• Analyze the motion compositions, evaluating their parametric formulation and
C-space uniformity to quantify the simplicity of every composition in the Con-
figuration Templates.

• Compare the Configuration Templates to select the simplest composition and
define the Basic Configuration (i.e., the motion composition P1R2P3) to solve
the task, converting its specifications into a list of Configuration Parameters and
the sequence of motion execution into the basic strategy to operate the robotic
vehicle.

• Implementing the Basic Configuration, map the functionality of every motion
to a subsystem into the robotic vehicle structure. The motion P1 is analyzed
as the Locomotion subsystem to move along the tunnel. The motion R2 is the
Deployment subsystem that heads the motion P3. Finally, the motion P3 is the
Tool subsystem to measure the tunnel profile.

• Analyze possible components to implement the subsystems, using the Configura-
tion Parameters and Configuration Requirements as technical specifications and
metrics to select proper components. Employ analytical expressions that relate
the operation features of components (e.g., frequency and scanning range) to the
motion parameters (e.g., the target range and resolution requirements related
to a smaller spot diameter), lead the selection of a laser to be the Tool and
Deployment subsystems.

• For the Locomotion subsystem, analyze the Configuration Parameter, using en-
gineering principles (e.g., segmentation), determined that the type of mobile ar-
tifact is a feasible component to embody the motion P1. Study the terrain prop-
erties (e.g., type of soil), identified that the selection is leveraged by a four-wheel
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vehicle to navigate along the tunnels. Whereas, a geometric analysis to inves-
tigate the stability pose of the wheeled vehicle provides the vehicle dimensions,
including the minimum wheel size to avoid obstacles (such as the expected rocks).

• Identify the kinematics requirements to improve the positioning estimation, the
control performance, and the perception parameters, using a parametric com-
parison of different steering mechanisms (i.e., the Ackermann, Articulated, and
Explicit vehicles) under the expected conditions of operation. This autonomy
analysis defines the selection of an Ackermann vehicle.

• Define the sensor requirements to minimize the positioning uncertainty of the
selected Ackermann vehicle, keeping the uncertainty propagation within certain
boundaries. Simulate the expected sensor uncertainty to determine the type and
number of sensors and landmarks needed for the achievement of the task.

• Instantiate the subsystems and modules of the robotic vehicle configuration, the
laser LMS221 and the Super Truck vehicle are the selected components to imple-
ment the Basic Configuration P1R2P3, their technical specifications are mapped
into the Component Requirements.

• Analyze the Components Requirements for the actuation and sensing of the se-
lected components to complete the Autonomous Vehicle configuration.

• Integrate the entire components for synthesis of the Autonomous Vehicle proto-
type to perform the assigned task with certain degree of autonomy.

Figure 8.6 shows, in broad terms, the employed systematic framework, summarizing
the three gradual phases that compose it: System Abstraction, System Analysis, and
System Design.
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Figure 8.6: The proposed framework for systematic synthesis of a Mining Au-
tonomous Vehicle configuration to perform the tunnel-profiling task.
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Conclusions

This research has formulated a systematic framework for synthesis of an Autonomous
Vehicle configuration to perform an underground mining task. The framework assists
to determine a suitable robotic vehicle configuration from the geometrical analysis of
the task and the environment to the analytical selection of appropriate components,
exploiting the vast inventory of technologies and products developed by Robotics and
engineering. This chapter summarizes the main contributions and outlines the future
directions of this research work.

9.1 Summary

A robotic vehicle configuration has been synthesized using the systematic framework.
The model representing the configuration is a structure of interlinked components that
fulfill the specifications to perform the assigned task under the constraints of the en-
vironment. Such structure constitutes a hierarchical and modular representation of
the components to support the conceptual and physical implementation of the robotic
vehicle system, through three essential subsystems: 1) Locomotion, to navigate and
carry on the rest of components, 2) Deployment, to reach a particular location for the
tool, and 3) Tool, to achieve the assigned task using the proper tool. The structure is
integrated gradually with the results provided by the framework, following a general
systematic procedure of first defining the task in geometric terms; second, finding pos-
sible solutions in terms of motions; and third, implementing the configuration through
the components to build the robotic vehicle prototype.

The components realize the functionality of a fundamental composition of motions
that solve the task. This motion composition is derived in a parametric comparison
of rational solutions, which are formulated by the combination of elementary motions
using the geometric abstraction of the task and the environment. Each motion of the
basic composition becomes a subsystem into the hierarchical structure, embodied by
components that are subjected the operation parameters of the motion and the task
requirements.
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To select the proper components, the framework uses robotic criteria and engineer-
ing principles, involving the autonomy analysis in the synthesis process to produce
an operational robotic vehicle prototype that performs the task with certain degree
of autonomy. This autonomy analysis includes analytical procedures to evaluate the
kinematics and fundamental actions of the robotic vehicle, in order to detail entirely
the configuration, specifying the necessary components that enhance the performance
of the robotic vehicle prototype, such as the positioning estimation, control, and per-
ception functions, and the essential capability to recover from uncertainty propagation
in the positioning while the vehicle navigates.

The formulation of the systematic framework has been focused on the domain of un-
derground mining. Particularly in active mines that compared to other demanding
environments (outside of laboratories), the underground tunnels constitute a semi
structured environment, in which the walls evidently define the limits of the space.
This finite environment together with the safety and productivity requirements have
motivated the attempt to automate the intensive tasks achieved in such application.
The tunnel profiling task, a repetitive activity in the underground mining, has been
the initial case to implement and evaluate the systematic framework proposed by this
thesis.

The framework has assisted in the automatization of the tunnel profiling task, defining
the configuration of a wheeled robotic vehicle with the complete components for sup-
porting its implementation. The configuration is based on the use and the adaptation
of a standard vehicle and a laser rangefinder as the work tool, as well as the adjust-
ment with the rest of necessary sensors, actuators, electronics, and control schemes, to
navigate and operate the tool. In this context, the systematic framework takes advan-
tage of already existed products to synthesize a viable AV configuration, instead of the
development of whole design of the vehicle (e.g., the mechanic design of the steering
and traction mechanisms).

Nevertheless, it is important to observe that the systematic framework is a primitive
approach, which should be tested and proved to be a mature approach and to gain
generality, first of all in the underground mining domain with the development of
challenger tasks, such as the extraction of samples, the perforation of walls for the
insertion of explosives, and the ore transportation, among other tasks.
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9.2 Contributions

The major result of this thesis is the validation of the proposed method as a suitable
approach to systematically obtain the Autonomous Vehicle configuration.

The main thesis’ contributions are outlined as follows:

• Formulation of a systematic framework to synthesize a wheeled Autonomous
Vehicle. This design framework leads rational generation of the configuration:
from concept to implementation, having the task and environment requirements
as input.

• Definition of the fundamental configuration of the robotic system consisting in a
functional structure, based on analytical and geometrical analysis, instead of a
predefined configuration according to designer or design team experience. This
basic configuration is an essential issue in the synthesis process to define the
robotic vehicle functionality through the necessary degrees of freedom.

• Integration of autonomy analysis during the detailed configuration of the robotic
vehicle. This analysis leads numerical generation of trade-offs for the positioning,
control, and perception performance and evaluation of suitable configurations.
An explicit analysis through parametric simulation is used to select the locomo-
tion component and its actuation and sensing components, it is considered in the
synthesis process as fundamental issue to produce reliable configurations.

• Introduction of a positioning error analysis for wheeled robotic vehicles. It is
an aid to in-depth evaluation and comparison of steering geometries under equal
operation conditions, while increasing the understanding on their fundamental
differences. Analytical expressions derived from reformulated kinematic models
are used to relate the performance of the robotic vehicle to the factors that impact
this error.

• Implementation of control and perception analyses for wheeled robotic vehicles.
The focus is the analytical evaluation and comparison among different steering
geometries under equal operation conditions. Kinematic equations are derived to
relate the performance of each steering mechanism to the tracking and heading
errors and the estimated perception parameters.

• Development of a positioning uncertainty analysis for a wheeled robotic vehicle.
It is an aid to investigate the positioning uncertainty evolution of an Ackermann
steering geometry, while performing the assigned task. Analytical expressions
derived from kinematic model are used to relate the performance of the vehicle
to the expected sensor uncertainties.
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• Formulation of a practical framework to develop operational and feasible Au-
tonomous Vehicles from already existing components, capitalizing the extensive
research and expertise inside of Robotics and traditional engineering. In particu-
lar, exploring the universality of conventional vehicles and the necessary sensors,
actuators, and techniques produced during decades of engineering and research.

• Development of a computational toolkit encoded independent procedures that
output both data and parametric graphs to allow their quantitative interpreta-
tion. The procedures integrate the vehicle kinematics, the task and environment
model, and the component features in functions to:

– model the geometric abstraction of the task and the environment, encoding
solid modeling techniques (i.e., Constructive Solid Geometry and Straight
Homogeneous Generalized Cylinder).

– produce and analyze possible compositions of motions, computing the for-
ward kinematics, C-space, and B-spline techniques.

– evaluate the vehicle type and dimension (i.e., wheelbase and wheel) related
to the environment conditions (i.e., terrain geometry and soil properties),
implementing stability and terremechanics equations.

– estimate the positioning and control errors for the Ackermann, Articulated,
and Explicit vehicles, as well as to estimate the perception parameters,
encoding the reformulated kinematic models with slip angles and Frenet
frames.

– simulate the positioning uncertainty of the Ackermann vehicle, encoding the
uncertainty evolution and implementing the Extended Kalman Filter.

• Development of mechanical and electronic designs to purse the adaptation of the
steering mechanism, the mounting of the selected lasers and sensors, and the
implementation of the drive and steering controllers in embedded microprocessor
units.

9.3 Observations

This investigation has provided the systematic framework to synthesize an AV config-
uration by assisting the derivation of configurations in concept and implementation.
The fundamental approach is that reliable configurations can be defined by geometrical
and analytical procedures involved in the processes of abstraction, analysis, and design
of the robotic vehicle, rather than seeking in empiric manner or in-depth influenced by
design experience.

The finite definition of task requirements and the precise description of environment
conditions are essential elements in the synthesis process. In particular, the geometric
abstraction is a significant aid to capture the needs and properties of the task and the
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environment, specifying in a comprehensive representation what and where the task
is to be performed. Moreover, it is used to estimate in a meaningful manner the ro-
botic vehicle functionality through the generation of rationalized templates composed
by fundamental motions. Therefore, it is important to observe that more detailed in-
formation on task and environment encapsulated on this geometric description, enable
more accurate and detailed specification of the final configuration.

Although the generation and evaluation of configurations is based on kinematic analysis
(rather than kinematic and dynamic), it is an effective means of deriving configuration
templates, beyond traditional practice of brainstorms. The fundamental consideration
is that the foundations of Robotics are geometrical. It is the analytical study of spatial
motions to perform the task in the geometry of a 3-dimensional space. This parameter-
ized composition of templates exploits the advantage of quantitative evaluation (i.e.,
kinematics and their configuration space) to address the trade-offs between alterna-
tive configurations. The idea is that the configuration should always aim at solving the
task with minimum degrees of freedom and thus reduces the robotic vehicle complexity.

This parametric analysis is extended to detail the hierarchical functionality of the con-
figuration while allowing the understanding about the robotic vehicle topology. The
resulted parameters and the underlying behavior of each motion make explicit the de-
finition and the scope of the essential functions of the robotic vehicle to be mapped as
a subsystem into the AV structure. Furthermore, these motion parameters constitute
the set of metrics to aid in the selection process of the proper components for each
subsystem. Nevertheless, it is important to note that each essential function would be
implemented by one or several components, but also a single component would embody
more than a function.

The analytical processes used in the framework fill different levels of detail in the sys-
tem design, related the robotic vehicle performance to the component characteristics
and the environment properties through mathematical equations. Terramechanics ex-
pressions of robotic locomotion primarily influence the definition of the robotic vehicle
type and the dimension range of the wheelbase and the wheels through an examination
of the vehicle-terrain interaction and vehicle stability over the terrain geometry. The
analytical comparison between alternative candidates and critical actions of the robotic
vehicle (i.e., positioning, control, and perception) addresses the selection of the steering
mechanism and the vehicle dimensions, and gives the direction to enhance the control
and safeguarding capabilities. It is important to note that beyond the impact in the
selection process, the numerical results of the performance for every candidate vehicle
allow a quantitative interpretation of their advantages and drawbacks to perform the
pursued task in the expected conditions of operation.

Additionally, the parametric simulations aids to improve the configuration derived
through each analytical formulation, encoding the acceptable uncertainty of multiple
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sensors that allow the robust implementation and reliable performance of the Au-
tonomous Vehicle prototype. The demonstration has been performed by applying the
systematic framework to a real underground mining application, generating the practi-
cal configuration, selecting the components, and providing the basic operation strategy.
It shows that the framework is a viable approach completing a cycle of robotic vehicle
synthesis. This observation arises from the framework focus to systematically identify
the configuration, primarily with specific task and environment conditions that makes
the problem of synthesis tractable.

To exploit the numerical and graphical information obtained from each analysis, all the
analytical processes lead on individual procedures that are solved one by one rather
than as a system. The procedures encode the mathematical expressions, which are
derived from physics and geometry models that capture the relation among the ve-
hicle kinematics, the task and environment model, and the component features. Al-
though the attempt has been to support the mathematical based analyses for the
tunnel profiling task, the general formulation of the equations can be easily be mod-
ified to accommodate case-based studies or what kind of information is available. In
this context, it is important to address the packaging, documentation, and distribution
of the computational procedures, whose current instantiation has been implemented
in MATLAB language [MathWorks 03], as an analysis toolkit, making this proposed
framework available, so that it can be put into use.

This research prototypes a primal example, and demonstrates the use of the systematic
framework in only one AV configuration. Although this exercise has been a real-world
application, the systematic framework is restricted in generality. This fact extends
to two fundamental observations. First, it is evident the demand to test and prove
the systematic framework with the development of several tasks, primarily in the un-
derground mining domain to exploit its finite and semistructured environment, with
regard to other applications. Second, the framework must increase its scope on wheeled
robotic vehicles in other demanding applications. Applicable benchmarks that could
be addressed by this framework are in real civil applications, such as agriculture, con-
struction, forestry, mining, and transportation; since, the success of a robotic vehicle
will eventually rest on availability and matureness of state-of-the-art on technology and
components, which have bee generated successful by decades in such domains.

9.4 Future Directions

During the course of this work, some insights are leading to possible future research
directions. In particular, the identified observations provide the need to evaluate the
systematic framework primarily into the underground domain. Therefore, techniques
to manipulate objects will need to be investigated, which will allow increasing the scope
and usefulness of this proposed framework for related underground mining tasks. The
chip sampling task is a possible application, which consists of extracting and collecting
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mineral from tunnel ceiling. This task not only arises from the relative similarity to
the tunnel profile tasks, but also it involves the manipulation of objects (i.e., the ore
samples).

The framework is based on a kinematic analysis to develop the suitable configurations;
however, the possible extension will be into the development of a dynamic analysis,
following to the selection of components during the ultimate stage of the synthesis
process. The knowledge of the features (such as mass, material, and load torque) and
the performance parameters (such as power consumption, rate of response, torque,
forces acting) of the instantiated components (e.g., actuators of the Locomotion sub-
system), can be understood with this dynamic analysis to increase the reliability of
the robotic configurations. This potential improvement can be seen to upgrade to the
framework, using analysis mechanical software, such as [DYNAMechs 01, Model 03],
and adapting simulation extension, such as ADAMS [MSCSoftware 03], and Darwin2k
[Leger 99].

An important extension to this thesis would incorporate a control and computing archi-
tecture. Although the framework derives the basic strategy for controlling the robotic
vehicle, dealing with a physical system must consider aspects of control such as actuator
constraints, sensor response, and processing data (e.g., latency, operation rates). The
architecture should lead the integration of the subsystems that compose the robotic
vehicle configuration, connecting all the modules such as perception, drive, steering,
and positioning; it is need to combine information from different sources (sensors, ac-
tuators) and to combine actions of the vehicle (navigation, obstacle avoidance). This
architecture must provide the means by which the robotic vehicle performs its task
efficiently. In this context, the research group in the Center for Intelligent Systems at
Tecnológico de Monterrey, is addressed these issues; in particular, the focus is on sensor
fusion by integrating multi-sensor information to develop hierarchical control architec-
ture. As a result, it will bring detailed understanding for robotic vehicle navigation in
natural environments.

9.5 Outlook

The configured Autonomous Vehicles for the underground mining application was an
explicit request, expressed by an important mining company from México, Industrias
Peñoles, S.A. de C.V. The research work has hence profited significantly from a real-
world application to apply the framework for synthesis of Autonomous Vehicle con-
figuration, to a complete and realistic concept-prototype, in addition to the academic
and exciting effort to develop a robotic vehicle. It is hoped that this thesis motives
the development of such correlations between industries and research centers, as well
as itself will provide for new advances and directions and to be a useful reference in
Robotics.
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Viable MAV Configuration

The structure, derived in the latter chapter, is used to the synthesis of the MAV configu-
ration; to this aim, all subsystems should be instantiated with the proper components.
This chapter addresses the selection of components by presenting the instantiation
process, which is based on the Configuration Requirements and Configuration Para-
meters, in regard to the technical specifications and constraints that each selected
component produces. These specifications and constrains are mapped to a table of
Component Requirements, which are analyzed to avoid propagation of conflicts to-
ward the rest of components.

A viable solution to configure the MAV is defined when the Configuration Require-
ments, the Configuration Parameters, and the Component Requirements have been
fulfilled and the Basic Configuration is transformed into a complete structure that in-
tegrates hierarchically and modularly the choice components. In the following sections
are developed the last stages of the System Design phase, involving the selection and
the integration of the components to implement the MAV prototype. Finally an out-
line of the experimental results, which are used to validate this implementation, and
observations are also presented.

5.1 Component Selection

Referring the MAV structure, shown in the Figure 4.36, the selection of components
is derived considering the analysis order established in the section 4.5 (Components).
In this stage, the framework uses an inventory of the available components, such as
actuators, sensors, control elements, and mobile platforms, in addition to a searching
in database sensors, actuators, and components, such as in online database (globalspec
[GlobalSpec ], laboratorytalk [Laboratorytalk ], and specialized sites in the Internet).
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Table 5.1: Laser Technical Specifications

Specification Sentinel 100 C-ALS LMS221 Configuration

Requirement/Parameters

Range (m) 0.2 to 250 1.0 to 150 up to 80 d3 and span d3

Accuracy (m) ± 0.05 ± 0.20 ± 0.06 accuracy measured

Spot Diameter (m) ≤ 0.016 ≤ 0.015 ≤ 0.009 sampling resolution

Resolution (m) 0.01 0.01 0.01 resolution measured

Measurement Rate (s) 1 0.2 0.013 sampling time interval

I/O Interface RS232 RS232 RS232 digital

Power (VDC) 12 12-18 24 ¬ fuel

Temperature (◦C) -10 to 45 -10 to 50 -30 to 50 temperature

Weight (kg) 0.6 10 9 P3 weight

Dimension (mm) 167×260×324 100×700 352×195×266
(H×W×L) (D×L) (W×H×L)

5.1.1 Tool Subsystem

A laser range finder should be the component that implements the motion P3. Three
possible lasers are identified and analyzed: laser Sentinel 100 made by Optech Sys-
tem [Optech ], model C-ALS produced by MDL [MDL ], and LMS221 made by Sick
[SICK ]. Table 5.1 lists the technical specifications of these laser range finders, re-
spectively. The examination of each laser involves the Configuration Requirement and
Parameters, such as the quantifiers d3 and span d3 associated to the range and span of
operation of the motion P3.

The accuracy required is fulfilled by the model Sentinel 100; although, the laser LMS
221 presents better precision due to relation to the range d3 and the spot diameter.
The entire lasers satisfy the resolution and environmental temperature requirements,
as well as the constraints of operation, i.e. the I/O interface to gather data (digital)
and the power supply (¬ fuel). With respect to these technical specifications and the
available of components the selection is the laser Sentinel 100. A second option can be
the model LMS 221 since this laser shows a superior measurement rate, which should
improve, together the minor spot diameter shown, the performance of the measurement
process. The model C-ALS is limited by the required accuracy.

Thus, the laser Sentinel 100 instantiates the Tool subsystem, embodying the function-
ality of the motion P3. The technical specifications of the selected laser are mapped
as a list of Component Requirements for its actuation and sensing, such as a necessary
serial port for serial transmission, and a power supply equal to 12 VDC, denoted by
the quantifiers port serial and power laser, respectively. Table 5.2 shows these require-
ments. It is important noted that the quantifier P3 weight is instantiated by the weight
of the laser (P3 weight ≤ 0.6 kg); hence, this specification is propagated to select the
rest of the components.
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Table 5.2: Laser Component Requirements

Technical Specification Component Requirements

Sentinel 100

I/O Interface RS232 port serial laser ≤ 1
Power 12 VDC power laser ≤ 12 VDC
Weight 0.6 kg P3 weight ≤ 0.6 kg
Dimension 167×260×324 (mm) (H×W×L) height laser ≤ 0.167 m

width laser ≤ 0.260 m
length laser ≤ 0.324 m

5.1.2 Deployment Subsystem

The selection of this component depends on the Configuration Requirements and Pa-
rameters, in addition the quantifier P3 weight. Therefore, the following step is the
evaluation of these specifications with the technical features of the possible compo-
nent. In this case, the available component is a pant tilt unit model PTU 46-70 made
by Direct Perception [DPerception ]. Table 5.3 shows the technical features of this
component.

The PTU satisfies the parameters of the motion R2, the range of operation defined by
the quantifier θ2 is fulfilled by the pan range specification (± 159◦); i.e., a total range
greater than the required range by the quantifier span θ2. Moreover, the constraint
R2 payload is satisfied since its load capacity is up to 2.72 kg to support the selected
laser (P3 weight ≤ R2 payload). The resolution of the PTU reaches up to 0.0218◦,
which fulfills the value denoted by the quantifier ∆θ2; whereas, the speed achieved by
this PTU allows the deployment of the laser in a short period from established time,
improving the time of the sampling (sampling time interval).

Table 5.3: PTU Technical Specifications

PTU 46-70 Specifications Configuration

Requirement/Parameters

Tilt Range 31 ◦ up and 47 ◦ down

Pant Range ± 159 ◦ θ2

Range 318 ◦ span θ2

Speed 60 ◦/s sampling time interval

Resolution 0.0128 ◦ ∆θ2

Rated Payload 2.72 kg R2 payload

I/O Interface RS232 digital

Power 11-37 VDC ¬ fuel

Weight 1.4 kg R2 weight

Dimension 228×130×108 mm (W×H×L)
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Table 5.4: Laser Component Requirements

Technical Specification Component Requirements

PTU 46-70

Payload 2.72 kg R2 payload ≤ 2.72 kg
I/O Interface RS232 port serial ptu ≤ 1
Power 12 VDC power ptu ≤ 12 VDC
Weight 1.4 kg R2 weight ≤ 1.4 kg
Dimension 228×130×108 mm (W×H×L) height ptu ≤ 0.228 m

width ptu ≤ 0.130 m
length ptu ≤ 0.108 m

The Deployment subsystem is, hence, instantiated by such PTU, implementing the
functionality of the motion R2 to carry and to orientate the Tool subsystem. The
particular specifications are mapped to the table of the Component Requirements. In
this case, the PTU is controlled via a RS232 serial port and supplied by an input
voltage equal to 12 VDC, both requirements are denoted by the appropriate quantifier,
as is shown in the Table 5.4.

5.1.3 Locomotion Subsystem

An initial configuration study that examined the requirements and parameters of the
motion P1 determined that a wheeled vehicle was feasible to implement its functional-
ity. Several wheeled vehicle concepts have been investigated, which lead to the deriva-
tion and classification of kinematic, dynamic, and controllability models [Muir 87,
Alexander 89, Dudzinski 89, Laumond 93, Murray 93, Samson 95, Campion 96]. Nev-
ertheless, the selection of the wheeled vehicle is primarily based on task requirements
and on the environment to traverse the expected terrain. During in this stage these
requirements and parameters are studied to determine trends and trade offs to lead
the selection of the component.

The selection is leveraged by a wheeled vehicle that navigates on the required terrain
while carrying its payload and maintaining a stability position. To identify and de-
rive the aforementioned wheeled vehicle features, the analysis explores the alternatives
through the use of an analytical method that relates the Configuration Requirements
and Parameters to the parametric features of the vehicle, such as the dimensions of
the vehicle and wheels to navigate through the tunnel, which are expressed in terms of
these requirements and parameters.

The analysis determines minimum values of the length and width of the wheeled vehicle
and wheel dimensions that guarantee the navigation over the particular terrain, using
analytical formulation of classical vehicle terrain system [Bekker 69, Wong 93] and its
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Figure 5.1: Minimum wheel diameter through force analysis of discrete obstacle
climbing that the four-wheel vehicle must perform.

derivation for Robotics, developed by [Apostolopoulos 01]. In fact, based on the re-
sults of Apostolopoulos’ analysis, a four-wheel vehicle will be analyzed to embody the
Locomotion subsystem; since it offers greater advantages in a quantitative comparison
between a four-wheel configuration and a six-wheel one under criteria of simplicity,
control complexity, slope climbing, draw pull and traction [Apostolopoulos 01].

Due to the geometry of the terrain, the four-wheel vehicle must navigate while avoid
the obstacles, including climbing obstacles; i.e., the quantifiers height rock and distrib-
ution rock imply that vehicle should climb this kind of obstacles. Consider for instance
the case illustrated by the Figure 5.1, where the contact angle αo can be expressed in
term of the obstacle height h (associated to the quantifier height rock) and the wheel
diameter dw [Apostolopoulos 01], given by

sin αo =
dw − 2h

dw

(5.1)

Thus, the minimum wheel diameter is at least two times the obstacle height h to allow
the vehicle climbs a discrete obstacle on the compacted terrain (sandy loam). This
wheel diameter is denoted by the quantifier diameter wheel, expressed as

2 height rock ≤ diameter wheel

0.20 m ≤ diameter wheel

To determinate the dimensions of the wheeled vehicle, in terms of length and width,
a geometric analysis based on equilibrium state of the vehicle referred to navigate
through the tunnel. An initial convex hull is formed from the minimum diameter -
wheel and the selected components, the laser and the PTU. Over this convex hull is
computed the center of gravity (CG), in order to obtain a stable position for supporting
the components at different heights; thus, the dimensions of the wheelbase length and
diameter of wheel are calculated, with the assumption of an equilibrium in the system
forces acting on vehicle and a vertical moment of inertia equal to zero, as is shown in
the Figure 5.2.
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Figure 5.2: Forces acting on a four-wheel Vehicle and the selected component(Laser
and PTU). In the longitudinal direction, they include the aerodynamic resistance
Ra, rolling resistance of the front and rear wheels Rrf and Rrr, drawbar load Rd,
grade resistance Rg (W sin θs), and tractive effort of the front and rear wheels Ff and
Fr. Whereas, a is linear acceleration of the vehicle along the longitudinal axis, g is
acceleration due to gravity, and m and W are vehicle mass and weight, including the
laser and PTU; L is the wheelbase, l2 is the distance between the rear axle and the
center of gravity (CG) of the vehicle, l1 is the distance between the front axle and
the center of gravity (CG) of the vehicle, ha is the height of the point of application
of the aerodynamic resistance, h is the height of CG, hd is the height of drawbar
hitch, and θs denotes the slope angle [Wong 93].

The equation of motion along the longitudinal x-axis of the vehicle is expressed by

m
d2x

dt2
= aW/g = Ff + Fr − Ra − Rrf − Rrr − Rd − Rg (5.2)

and by introducing the concept of inertia force, the above equation may be rewritten
as

F = Ra + Rr + Rd + Rg +
aW

g
(5.3)

where F is the total tractive effort and Rr is the total rolling resistance of the vehicle.
By summing moments about A and B, the normal load on the front and rear axle Wf

and Wr can be determined

Wf =
Wl2 cos θs − Raha − ahW/g − Rdhd ∓ Wh sin θs

L
(5.4)
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Wr =
Wl1 cos θs − Raha − ahW/g − Rdhd ± Wh sin θs

L
(5.5)

when the vehicle is at rest on level ground [Gillespie 92], the load equations simplify
by static load on the axle as

Wf =
Wl2
L

(5.6)

Wr =
Wl1
L

(5.7)

The equilibrium assumption is expressed by Σ Fn = 0 and Σ Mn = 0; thus the l1 = l2
and the second moment of inertia on the vertical centroid axis is zero. The l1 distance
is calculated as a function of the height of the CG and the radius of the wheel rw

[Dixon 96] through the following expression

l1 = h tan αr +
rw

tan αr

(5.8)

where αr is the inclination angle, in this effort it has an experimental approximation
equalt to 30◦. A following stage computes different wheel diameters based on the PTU
and Laser height-position (component height) and keeping a stable position for the
new wheelbase long under these dimensions. The aforementioned process uses con-
ventional static equations to find the convex hull centroid and the relation between
wheel diameter and vehicle length. Further, these parametric data is utilized to find
an approximation width dimensions for both the vehicle and the wheel, respectively.

The Figure 5.3 shows the initial condition; where the vehicle presents an unstable po-
sition since the orientation of the principal moments, represented by the dashed lines,
are mismatched with respect to the horizontal and vertical axes. Whereas the Figures
5.4 shows the obtained results, where the minimum and maximum values are calcu-
lated for wheel and vehicle dimension as function of components height, having a stable
position of the vehicle.

Similar process is developed to define the width dimensions of the vehicle and wheel,
the results are depicted in the Figure 5.5. Figure 5.6 shows these results.
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Figure 5.3: Initial vehicle length (wheelbase) defines from the minimum wheel di-
ameter and the dimensions of the Laser and PTU. The center of gravity presents an
unstable position (dashed) under the convex hull (dotted).
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Figure 5.4: Minimum vehicle length (left) and maximum vehicle length (right),
which are defined by the convex hull of the wheel diameter the Laser and PTU
dimensions, and the component height, considering a stable position.
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Figure 5.5: Minimum vehicle width (left) and maximum vehicle width (right), which
are defined by the convex hull to determinate a stable position.
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Figure 5.6: Vehicle dimensions, wheelbase(solid), vehicle width (dotted), wheel di-
ameter (dashdot) and wheel width (dashed).

A wheeled vehicle traversing terrain is subject to sinkage, which depends on the prop-
erties of the terrain and the dimensions and loading of the wheel (weight distribution
over each wheel). With the assumption of a maximum allowed sinkage by at least 1%
of the wheel diameter for a solid or pneumatic wheel, under static loading as shown
Figure 5.7, the estimated weight of the vehicle can be derived by

zw =

(

3Ww cos θs

(3 − n) (kc + kφbw)
√

dw

) 2
(2n+1)

(5.9)

This equation expresses vehicle performance in terms of wheel sinkage as a function
of soil parameters and properties of the terrain (Lean Clay) under consideration: the
exponent of soil deformation n, cohesive kc and frictional kφ moduli of soil defer-
motion and wheel dimensions, wheel diameter dw (diameter wheel) and wheel width
bw (width wheel) [Wong 93, Apostolopoulos 01]. The results of the wheel weight are
shown in the Figure 5.8, the soil parameters refer to the Table 4.9, in addition to the
quantifier slope for the angle θs.

z
w

W
w

diameter_wheel width_wheel

Figure 5.7: Sinkage model as function of terrain properties and wheel dimension
(diameter wheel and width wheel).
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Figure 5.8: Wheel loading as function of the terrain properties, the wheel dimension
(diameter wheel and width wheel), and geometric of terrain: on level ground (left)
and on terrain with slope θs = 20◦ (right).

Referring these results, it is noted that the minimum dimensions for the vehicle and
wheel are well limited; therefore the vehicle must be fulfilled from these trade-offs
(Table 5.5). The space of possible components is huge; nevertheless, by the extreme
environmental conditions inside a mine, the search space is reduced to vehicles ded-
icated to perform mining task or the implementation and adaptation of some other
vehicle, especially of kind electric as result to avoid fuel powered vehicles denoted by
the constraint ¬fuel, such as all terrain vehicle (ATV), for instance a four-wheeled
motorcycles or utility vehicles.

In the inventory, the vehicle type LHD model EST-2D Scooptram is available, which
is facilitated by the Peñoles Company as partner of this effort. This LHD vehicle is an
electric vehicle produced by Atlas Copco ([Atlas ]). Table 5.6 shows its technical spec-
ifications. The vehicle satisfies the minimum dimensions found in the above geometric
analysis; whereas the requirement on the payload is significantly filled (P1 payload).
An additional reason to select the LHD as the Locomotion subsystem, until this frame-
work stage, it is the fact that it is a mining vehicle therefore its design involves the
engineering and technological advances in the development of this kind of vehicles, i.e.
an advantage that is taken by the framework for synthesis of the MAV configuration.

Table 5.5: Vehicle dimension trade-offs

Component Vehicle Wheel

Height Wheelbase Width Diameter Width Loading
(m) (m) (m) (m) (m) (kg)

0.20 0.52 0.39 0.20 0.08 90
0.50 0.98 0.73 0.35 0.14 294
1.00 1.69 1.27 0.60 0.24 940
1.50 2.41 1.85 0.85 0.34 2000
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Table 5.6: LHD Technical Specifications

LHD Specifications Configuration

Requirement/Parameters

Electric Motor 75 hp ¬ fuel

460-575 VAC, 3 Phase, 60 Hz

Transmission: d1

3 speeds Forward/Reverse span d1

Payload Capacity 3600 kg P1 payload

Steering Articulated

Hydraulic power steering

Empty Vehicle Weight 11385 kg wheel loading

Ground Clearance 229 mm ground clearance

height rock

Tire 12.00 × 24 L-5S diameter wheel

Diameter 1275 mm Width 325 mm width wheel

Vehicle Dimension 1549×1423×2540 mm (W×H×L) wheelbase vehicle

width vehicle

height tunnel

width tunnel

length tunnel

Therefore this LHD vehicle is selected to implement motion P1, as same way, this
selected vehicle is included in the structure of the MAV configuration, involving its
Component Requirements that must be resolved for the actuation of the vehicle. These
requirements depend directly on the kinematics behavior of the vehicle, which is defined
by its mechanical elements. This model allows determining the number of required ac-
tuators to follow the functionality of the motion P1, a straight-forward advance along
the tunnel, avoiding collisions while the vehicle traverses it (requirement of safety).

The kinematics corresponds to an articulated vehicle, with a front and rear body that
rotate relative to each other. The vehicle is supported by means of two parallel axles
(rear axle and front axle) and four wheels. Steering is achieved by an articulation
joint located midway between the two bodies; whereas the rear wheels are driven by
a traction actuator (electric motor). Figure 5.9 shows the LHD vehicle geometry, its
vehicle kinematic model is derived from this geometry, assuming rigid body and rolling
motion constraints, this model is given by

ẋr = V cosθ

ẏr = V sinθ

θ̇ =
V sinγ − l1γ̇

l1 + l2cosγ
(5.10)

where xr and yr denote the position of the vehicle relative to some fixed global frame
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Figure 5.9: Geometry of LHD Vehicle: an articulated vehicle is composed of a front
and rear body which can rotate relative to each other. Each body has a single axle
with two wheels which are fixed (non-steerable). The steering behavior is achieved
by driving the articulation joint (yaw pivot) that connects both bodies.

of reference, the subscript r denotes the rear axle. The angle θ is the orientation of the
vehicle with respect to the x axis, while V represents the linear velocity of an imaginary
wheel located midway between the real wheels (bicycle model), and the angle γ denotes
the steering angle of the vehicle. L is the length of the vehicle, the wheelbase distance
between the front and rear axle, defined by l1 and l2 respectively. R is the radius
associated to the point (xr , yr) with respect to the ICC. Furthermore, based on the
assumption that the vehicle develops a steady-state motion turning where γ is constant
(i.e., γ̇ = 0), the kinematic model can be rewritten as
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for the case l1 = l2
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where v1 and v2 are the driving and the steering velocity inputs, respectively. Thus
two controllers are required, one corresponds to linear velocity and other to steering
angle, which are associated as the requirements control drive and control steering and
mapped to the drive and steering modules into the AV structure. Table 5.7 shows then
the Component Requirements for the selected LHD vehicle.
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Table 5.7: LHD Component Requirements

Technical Specification Component Requirements

LHD Vehicle

Forward/Reverse Advance control drive
Steering control steering
Avoid Obstacles safety
Payload 3600 kg P1 payload ≤ 3600 kg
Power 460-575 VAC, 3 Phase, 60 Hz power ldh ≤ 575 VAC

460 VAC ≤ power ldh
Weight 11385 kg P1 weight ≤ 11385 kg

weight vehicle ≤ 11385 kg
Dimension 1549×1423×2540 mm (W×H×L) height lhd ≤ 1.423 m

width lhd ≤ 1.549 m
length lhd ≤ 2.540 m

Therefore the subsystems of the MAV structure are instantiated with the selected
components to perform the TPT, as shown Figure 5.10. The complete fulfillment of
the MAV structure must include the defined modules to provide the controlling and
sensing of each subsystem: laser Sentinel 100, PTU 46-70, and the articulated vehicle.
The following section outlines the integration of the components to synthesize the full
configuration of the MAV.

Scooptram 
EST-2D

Locomotion

Steering

Component

Drive

Component

Safety

Component

Component ComponentComponent Component Component Component

Articulated 
Vehicle

Autonomous
Vehicle

Tool

Actuation

Component

Component Component Component

Laser 
Sentinel 100

Deployment

Actuation

Component

Component Component

PTU 46-70

Figure 5.10: MAV structure formulated by the articulated vehicle Scooptram model
EST-2D, the PTU 46-70, and the laser rangefinder Sentinel 100.
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5.2 Component Integration

To make the fulfillment of the subsystems with specific components to control each
module, the method continues with the integration, an iterative process to analyze
the Component Requirements, resolving the constraints and avoiding technical con-
flicts with the Configuration Requirements and Parameters. This process behaves in
accordance with the same order that were selected each component.

5.2.1 Tool Subsystem: Laser Sentinel 100

In normal operation the Sentinel 100 is programmed and controlled remotely via a
serial communication link that requires a remote terminal equipped with a standard
RS-232 port (quantifier port serial laser). The Sentinel 100 can receive remote com-
mands at any time as soon as it is powered (quantifier power laser).

To resolve the control and the data acquisition for this component a personal computer
(PC) selected and mapped as the Processing Unit subsystem. This PC has the nec-
essary hardware and software elements to operate the Sentinel 100. In this case, it is
no necessary an extra sensor to feedback the control commands. Besides, the required
power supply is implemented by a commercial battery at 12 VDC at 1.2 A to support
the operation of the laser, such battery is mapped to the Power Unit subsystem, as
shown the Figure 5.11.

5.2.2 Deployment Subsystem: PTU 46-70

The Component Requirements of the PTU specify a power supply (power ptu) and a
RS-232 communication link (port serial ptu) to operate and control the required ro-
tational motion (pan motion). Hence the selected PC is upgraded with an additional
serial interface. Since this PTU provides feedback of the pan and tilt position, returned
by PTU commands, it is no necessary a feedback component. A battery 12 VDC sat-
isfies the requirement of power.

Furthermore, the laser is attached to the top mounting plate on the PTU by means of
a centered hole and standard #1/4-20 bolt and nut. These components are mapped to
the Processing Unit and Power Unit subsystem respectively, as shown the Figure 5.11.

5.2.3 Locomotion Subsystem: LHD Vehicle

The mining vehicle should be adapted to navigate autonomously into the tunnel, im-
plementing the motion P1. Thus, in this experiment only the drive module is analyzed,
assuming a straightforward steering, to resolve the components that perform its con-
trolled actuation.
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The selected LHD vehicle is driven by an electric motor via a pair of pedals; hence
a simple adaptation is developed through these pedals. The drive module consists of
two stepper motors mounted on the pedals to activate the traction actuator. Forward
motion corresponds to the left stepper motor actuation, and backward displacement
corresponds to the right stepper motor actuation. Stopping corresponds to the step-
per motors neutral position or simultaneously actuation. To close the control-loop is
necessary sensing the rotation or position of traction motor, which implies the vehicle
displacement along the tunnel.

There are a number of different types of sensors, for robot applications optical encoders
are a common means of sensing. A phase-quadrature incremental encoder made by
Danaher Controls [Danaher ], series 21/22 at 600 pulses per revolution is the feedback
sensor, which is mounted to the transmission mechanism of the vehicle, having a dirt
protection; this encoder constitutes the component to estimate the vehicle position-
ing using dead-reckoning technique. Therefore a parallel port is required to control the
arrangement of stepper motors and to acquire the information from the encoder sensor.

An obstacle detector based on the sonar Polaroid 6500 achieves the safety function.
This detector sends to Processing Unit a signal of stopping the vehicle whenever an
obstacle appears in its course, via the above parallel port. Hence, the Processing Unit
is upgrade with a parallel port. The necessary batteries are mapped to the Power Unit
subsystem; whereas the power for the vehicle must be supplied by the facilities of the
mine.

Figure 5.11 shows the complete structure with the integrated modules. In addition
to the Locomotion, Deployment, Tool, Power Unit, and Processing Unit subsystem;
the control panel is a remote PC (PC-IBM 386) where high-level commands are sent
through a radio frequency (RF) link to the Processing Unit (PC-Pentium) to govern
the MAV system. This link is a Communication Unit subsystem that consists of a RF
modem own design, at 1200 bauds, to establish a radio channel half-duplex transmis-
sion, closing the control-loop to operate the vehicle. The Processing Unit controls the
subsystems, synchronizing their actuations according to basic strategy. The control
algorithms are implemented in the C++ programming language.

The Processing Unit is a personal computer PC-Pentium (PC-Local), 133 MHz, 32
MB RAM running on operating system Windows 95. The computer is configured with
three serials ports and a parallel port to satisfy the Components Requirements. One
serial is destined to control Tool subsystem, the second serial port controls Deployment
subsystem and last one to Communication subsystem. The parallel port controls the
Locomotion subsystem. The Control Panel is a computer PC-IBM-386 (PC-Remote),
66 MHz, 32 MB RAM, a serial port to communicate strategy commands.
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Figure 5.11: MAV configuration to perform the tunnel profiling task. The Locomo-
tion, Deployment and Tool subsystems are mapped from the Basic Configuration.
The selected components satisfy the Configuration Requirements, Configuration Pa-
rameters, and Component Requirements. This structure presents the MAV as a
system composed of hierarchical and modular interconnected components by means
of Processing Unit to perform the TPT. Every subsystem is an integration of mod-
ules on the lowest hierarchical level, involving actuators, sensors, and controllers,
which are combined to build up the subsystem functionality.

5.3 Prototype

The MAV construction of prototype is the following stage of the framework, it was
performed in the Robotics Laboratory at the Center for Intelligent Systems of the Tec-
nológico de Monterrey. Fig. 5.12 shows the distribution of the selected components to
perform the tunnel-profiling task. An experimentation phase is used to improve the
MAV configuration, which consisted of executing the assigned task in the real environ-
ment.

5.3.1 Experimental Results

The first trial ran on a flat surface as part of the indoor experimental effort to build
the MAV. The vehicle traveled forward 21 meters while making several measurements
along the way. The vehicle moved and stopped each 3 m to make three rotational
translations with the sequence of angles: 60◦, 90◦, 120◦, for each position the vehicle
performed the measurements using the laser rangefinder.



5.3. Prototype 89

Local PC

Sonar

PTU 46-70RF Modem Laser Sentinel Encoder Stepper Motors

Figure 5.12: MAV prototype that integrates the components of the MAV configu-
ration to perform the tunnel-profiling task.

The recorded data was analyzed by the computational algorithm in the remote com-
puter. The result is shown in the Figure 5.13. In the test, the robot forward/reverse
motion was checked; the communication link and protocol were also evaluated. Finally,
avoiding obstacles on vehicle was accomplished with the sonar module. The test pur-
pose is to evaluate and debug every subsystem and module of the MAV configuration
and to figure out the engineering problems, before it runs the test in real environment.

Figure 5.13: Results of the indoor experiments, the inferior band represents the
floor and the superior part represents the ceiling profile of the laboratory.
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Figure 5.14: Experimental trial in the “Las Golondrinas” mine (left), the work area
with a 15 m long(middle), the MAV in operation (right).

Real environment trial took place in the main tunnel of the mine “Las Golondrinas”,
which is the property of Peñoles Cia., and located in Guanajuato, México. During ex-
perimentation, initial conditions were fed to the control panel and transmitted to the
MAV. The primitive commands dictated that at each meter (∆d1) the vehicle stopped
and carried out 15 measurements at equal intervals of 10◦ (∆θ2). The total distance
traveled by the vehicle was 15 m.

Figure 5.14 shows the tunnel and the MAV in operation; whereas Figure 5.15 presents
the resulting three-dimensional model of the mine tunnel, using the obtained measure-
ments. The lower band represents the mine floor and the upper part represents the
irregular ceiling of the tunnel profile. It is important to mention that resulting mea-
sures are approximate since it was considered a flat floor. The main outcomes of test
analysis were an increase up to 20 % accuracy, in comparison to manual methods. This
graphical representation is made using a graphic interface in Java 3-D.

Figure 5.15: Experimental results in the mine.
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5.3.2 Discussion

Although the results of the tunnel profiling task, obtained during the experimental
trials, have demonstrated that the implemented robotic vehicle is a feasible solution
for such task [Gutierrez 04]. The systematic procedure of the framework has not con-
cluded for synthesis of a detailed AV configuration. However, the major result of this
exercise is the validation of the systematic framework as a suitable approach to obtain
the AV configuration from the effective specifications of the task and the environment;
allowing the construction of the MAV that could be rapidly deployed, using available
components that satisfies such specifications.

In applying the systematic framework for synthesis of the MAV configuration, several
results are reached with the implementation of the MAV prototype that addresses the
following observations:

• The MAV configuration has been derived with the assist of the systematic frame-
work from the task and environment specifications.

• The MAV has been configured by identifying the fundamental composition of ba-
sic motions to perform the assigned task. This is the definition of the Basic Con-
figuration, which represents the essential topology in terms of the functionality of
such motions. Additionally, the sequential execution of the Basic Configuration
provides the basic strategy of operation of the MAV.

• The MAV configuration has been fulfilled by selecting the components to imple-
ment the motion function of the Basic Configuration.

• In the synthesis of the MAV configuration, the system framework takes advantage
of the inventory of components developed by decades of engineering. In particu-
lar, adapting an existing mining vehicle, which has been designed and optimized
by the manufacturer for the required environment.

• The implementation of the MAV configuration has showed that is a suitable pro-
totype to perform the assigned task (TPT), generating automatically the profile
of a tunnel into the expected underground mine.

While the selected LHD mining vehicle is within the parametric specifications, which
have founded by the framework and established in the Configuration Requirements
and the Configuration Parameters, and represents an excellent option to perform the
task, being a vehicle designed specifically for the conditions of the mine, other alter-
natives must be considered to deliver a MAV configuration using current technology
and existing components within a reasonable cost, such as other vehicles with smaller
dimensions. Moreover, the MAV configuration requests for an analysis of autonomy
that allows the implementation of a robust and operational MAV prototype.
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Therefore, the method integrates an analysis to provide a certain degree of auton-
omy that correlates the actions of the vehicle, such as accurate positioning, control,
and perception. Such analysis is oriented to identify the kinematic requirements of
the vehicle that improve position estimation, in addition to the control and percep-
tion requirements, as criteria in the synthesis process of the MAV configuration. The
analysis involves a parametric comparison of different steering mechanisms under equal
operation conditions to select then the proper vehicle that embody the Locomotion sub-
system.

The next chapters recapture the procedure of the systematic framework, involving the
development of a detailed MAV configuration for the tunnel profiling task.



Chapter 6

Autonomy Analysis

Many robotic vehicle actions require autonomy, as a function that correlates the per-
ception, the control, and the positioning of the vehicle. A reliable degree of autonomy
requires the vehicle be controlled by itself to navigate, following a given path and avoid-
ing obstacles. Key to mobile robot autonomous performance is accurate positioning,
which implicates that the vehicle positioning must be estimated to provide safe and
effective control. In this chapter, the MAV configuration is discussed to improve posi-
tioning, control and perception from steering kinematics of the vehicle.

In Robotics, much research has been conducted about the position estimation, report-
ing numerous techniques; some techniques are excluded from specific environments
(e.g., underground mining or planetary exploration), other schemes require complete
knowledge or structure additional in the environment. A feasible and fundamental
method to estimate the vehicle positioning is dead reckoning. It is based on the use of
simple kinematic models and the integration of incremental motion information from
internal sensors such as wheel and steer encoders to provide both low-level closed loop
control and estimate the positioning of the vehicle. However, dead reckoning suffers
from positioning error due to accumulation of sensor errors. Furthermore, this method
is impacted by many factors that tend to involve a combination of vehicle parameters,
environment conditions, and vehicle-environment interaction. A solution is to design
the steering system to be less prone to positioning error.

To configure the AV, selecting the adequate vehicle kinematics that minimizes the
position estimation error is fundamental criterion in the synthesis process of AVs, in
addition to the control and perception requirements. Thus, it is necessary to conduct a
systematic analysis to identify the kinematic requirements of the vehicle steering that
improve the position estimation, control and perception of the robotic vehicle; since
the kinematic model is derived propriety from Locomotion subsystem, which also is
the physical interface between the environment and the robotic vehicle. The Figure 6.1
depicts the parametric analysis to obtain a configuration of the robot by integrating
basic aspects of autonomy.

93
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Figure 6.1: Parametric analysis for configuration of the robot locomotion.

The analysis establishes as input the task and environment requirements that the
robotic vehicle must satisfy; it includes equations that capture the kinematic model and
positioning, control and perception, allowing compare different parameters of feasible
vehicles; by then select the Locomotion subsystem. The method works as follows:

1. The analysis uses simple steady-state models to estimate the generated error on
vehicle positioning, considering the difference between a vehicle that navigates
over ideal environment and other one that interacts with the expected environ-
ment. This calculated positioning error is used as a criterion for quantitative
comparison of variant vehicles, involving steering mechanisms and vehicle di-
mensions.

2. The method leads a similar analysis to compare the requirements of control and
perception for the vehicle locomotion. The comparison is conducted under equal
and simpler conditions of operation, among the variant vehicles, to follow a path
that incorporates the geometric constraints of the environment.

3. The quantitative results allow the definition of the Locomotion subsystem to
complete the robotic vehicle configuration that performs the assigned task with
the required degree of autonomy.

The following sections 6.1, 6.2, and 6.3 outline the proper method for the positioning,
control, and perception analysis, respectively. Whereas, section 6.4 summarizes the
obtained results to address the selection of the Locomotion subsystem, based on the
parametric comparison of these results and the Configuration Requirements and the
Configuration Parameters.
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Figure 6.2: Positioning analysis for steering kinematics.

6.1 Steering Kinematics and Positioning

The key issue addressed in the synthesis process is that vehicle locomotion must min-
imize the error in the position estimation. The error is caused by many factors that
are unpredictable and extremely difficult to model accurately, involving a combination
of vehicle parameters (e.g., steering mechanism), environment conditions (e.g. terrain
properties, confined space), and vehicle-terrain interaction. In the analysis for steering
kinematics, the slip motion is chosen to represent the combination and impact of these
factors; hence the error in the vehicle positioning is estimated for the case of kinematic
model with explicit slip against ideal model without slip. Then, a quantitative com-
parison among the steering mechanisms is investigated as shown in Figure 6.2.

The analysis examines three widely-known vehicle steering schemes: Ackermann Steer-
ing (AS), aRticulated Steering (RS), and Explicit independent Steering (ES). Their
kinematic models are derived, both including slip and ideal steering behavior. Two
slip variables are introduced: slip angle α referenced to rear axle and slip angle β cor-
responding to front axle. The analysis considers steady state turning (R) for different
vehicle length (L) to compute the steering angle γ. Then, the position error is theoret-
ically estimated assuming equal magnitude of the slip angles for each steering schemes.
The geometries of these steering mechanisms are shown in the Figures 6.3-6.5; Table
6.1 presents their kinematic models. The complete derivation of the kinematic models
is developed in the Appendix B.
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Figure 6.3: Geometry of the Ackermann Steering (AS): (left) without slip angles and
(right) including slip angles α and β. An ackermann vehicle consists of a front and
rear axle. The wheels of the rear axle are commonly driven and their orientation is
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Figure 6.5: Geometry of the Explicit Independent Steering (ES): (left) without slip
angles and (right) including slip angles α and β. An explicit vehicle is designed
so that all wheels can be driven and steered individually; however, considering the
assumption of steady-state turning the ES becomes a bi-steerable vehicle (double
ackermann steering) that has a linear relation between the front and rear steering
angles (γ).
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Steering No Slip Slip

ẋr = V cosθ ẋr = V cos(θ + α)
Ackermann ẏr = V sinθ ẏr = V sin(θ + α)

θ̇ =
V sinγ

Lcosγ
θ̇ =

V sin(β − α + γ)

Lcos(γ + β)

ẋr = V cosθ ẋr = V cos(θ + α)
Articulated ẏr = V sinθ ẏr = V sin(θ + α)

θ̇ =
V sinγ − l1γ̇

l1 + l2cosγ
θ̇ =

V sin(β − α + γ) − l1γ̇cosβ

l1cosβ + l2cos(γ + β)

ẋr = V cos(θ + γ) ẋr = V cos(θ + γ + α)
Explicit ẏr = V sin(θ + γ) ẏr = V sin(θ + γ + α)

θ̇ =
V sin2γ

Lcosγ
θ̇ =

V sin(β − α + 2γ)

Lcos(γ + β)

Table 6.1: Kinematic Models of the steering mechanisms: where x and y denote the
position of the vehicle relative to some fixed global frame of reference. The rear
axle is denoted by a subscript r. The angle θ is the orientation of the vehicle with
respect to the x axis, while V represents the linear velocity of an imaginary wheel
located midway between the real wheels (bicycle model). The angle γ is defined as
the steering angle of the vehicle, and L is the length of the vehicle, the distance
between the front and rear axle; for the articulated steering l1 denotes the front
body length, while the rear body length is denoted by l2.
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Observing these equations, particularly for kinematic models that incorporate slip; it
can be seen that the vehicle motion depends not only on control inputs V and γ and
vehicle length L, but also on the slip angles. The vehicle direction is given by the slip
angle α and orientation angle θ, while the change rate of orientation θ̇ is function on
steering angle γ and both slip angles α and β.

Furthermore, based on the assumption that the vehicle develops a steady-state motion
turning where γ is a constant (i.e., γ̇ = 0), the rate of change of orientation depends
propriety on driving radius R and it is given by θ̇ = V

R
; any change in the radius due

to slip leads to an error in position estimation.

The effect of the slip angles in the vehicle motion is related to a deviation from the
ideal performance; thus, the positioning error is computed as ratio of slip radius to
ideal radius (PositioningErrorRatio, PER = 1 − RadiusSlip

RadiusIdeal
). The ratio for the steer-

ing schemes are therefore developed in the following.

Ackermann ratio Referring to geometry of AS vehicle (Fig. 6.3), the radius without
slip depends on the vehicle length L and γ

RAS =
Lcosγ

sinγ

solving for slip radius of AS vehicle,

RASS
=

Lcos(γ + β)

sin(β − α + γ)

thus, the ratio for ackermann steering (PERAS) is denoted as:

PERAS = 1 − cos(γ + β)sinγ

cosγsin(β − α + γ)

Articulated ratio Referring to geometry of RS vehicle (Fig. 6.4), the radius without
slip depends on the both vehicle segments l1 and l2, and γ

RRS =
l1 + l2cosγ

sinγ

slip radius is as

RRSS
=

l1cosβ + l2cos(γ + β)

sin(β − α + γ)

hence, the ratio for articulated steering (PERRS) is formulated as:

PERRS = 1 − [l1cosβ + l2cos(γ + β)] sinγ

(l1 + l2cosγ)sin(β − α + γ)



6.1. Steering Kinematics and Positioning 99

Explicit ratio Referring to geometry of ES vehicle (Fig. 6.5), the radius without slip
on the vehicle length L and γ

RES =
Lcosγ

sin2γ

solving for slip radius,

RESS
=

Lcos(γ + β)

sin(β − α + 2γ)

hence, the ration for explicit steering (PERES) becomes:

PERES = 1 − cos(γ + β)sin2γ

cosγsin(β − α + 2γ)

To compute the ratio of each steering mechanism, the analysis assumes particular val-
ues of the slip angles. Scheding [Scheding 99] reports estimated values for the slip
angles in experimental trails developed in underground mining on an articulated vehi-
cle (Load, Haul and Dump truck - LHD). The values were estimated from real data
using a statistical filter. The percentage for slip angle α is estimated as 66.19 % with
respect to steering angle γ, whereas that it is 16.62 % for slip angle β. These estimated
values are applied to PER equations under the disposition shown in Table 6.2, as a
real reference to investigate the impact on the steering schemes.

Assuming that the slip angles are a percentage of the steering angle γ (i.e., kα = α
γ

and kβ = β
γ
) and by introducing the length ratio (r = l1

l2
) for RS vehicle; the above

equations of ratio result in

PERAS = 1 − cos(γ [1 + kβ])sinγ

cosγsin(γ [kβ − kα + 1])
(6.1)

PERRS = 1 − [rcos(kβγ) + cos(γ [1 + kβ])] sinγ

[r + cosγ]sin(γ [kβ − kα + 1])
(6.2)

PERES = 1 − cos(γ [1 + kβ])sin2γ

cosγsin(γ [kβ − kα + 2])
(6.3)

Case kα(%) kβ(%)

(a) α 66.19 00.00
(b) β 00.00 16.62
(c) α > β 66.19 16.62
(d) α = β 16.62 16.62
(e) α 16.62 00.00

Table 6.2: Percentages of the Slip Angles: kα and kβ for the analysis cases.
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Figure 6.6: Positioning error ratio for Ackermann steering.

6.1.1 PER analysis for Ackermann steering

The ratio is computed for the AS vehicle to investigate relation between vehicle configu-
ration and position estimation, using the aforementioned values at different proportion
for kα and kβ (Table 6.2) and varying the vehicle length while each vehicle performs a
specific radius. The result is depicted in the Figure 6.6. Referring to this result several
observations are made:

• The slip angle β produces a bigger error than the slip angle α. It can be observed
in the plotted ratio for case (b) compared with the ratio produced by case (e).

• A combination of both slip angles produce smaller ratio than the ratio produced
by the biggest slip angle of this combination; for instance, case (c) is smaller than
case (a).

• When the slip angles are equal the effect is minor, both slip angles trend to
cancel their effect on the performed radius of the case (d), that is clear in the
term (β − α + γ); besides, the effect is minor at lower percentages.

• If α > β, cases (a), (c), and (e), the ratio has the tendency to increase while
the radius is increased and the vehicle length (wheelbase) is reduced, a behavior
inversely proportional to the relation L

R
. In the rest of cases where α ≤ β, cases

(b) and (d), there is a proportional behavior to relation L
R
.

These observations may be interpreted geometrically; Figure 6.7 shows the effect on
radius induced by slip angles for two specific vehicles that perform an identical turn.
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Figure 6.7: Geometry of ratio induced by slip angles on AS vehicle.

The wheelbases are L1 = 1 m and L2 = 2 m. The ideal radius R is 3 m, and the steering
angles are derived as γ1 = atan(L1

R
) and γ2 = atan(L2

R
). The slip angle percentages

are 66.19 % and 16.62 %, the slip effect is represented by perpendicular lines to the
slip angles, which are denoted as lα1 , lα2 , lα3 , lβ1 , and lβ2 . A intersection of two lines is
denoted by a point ii, which represent a new instantaneous center of curvature (ICC);
its projection on the ideal radius allows observe the change of radius that the vehicle
experiences due to the slip angles, it is the difference di between ideal radius and new
radius. Table 6.3 summarizes key configuration results in relation to positiong error.

Wheelbase γ kα kβ Difference PERAS

(m) (◦) (%) (%) (m)

L1 = 1 18.43 66.19 00.00 d1 = 1.1384 0.3794
L2 = 2 33.69 66.19 00.00 d2 = 0.9925 0.3308
L1 = 1 18.43 00.00 16.62 d3 = 0.6379 0.2126
L2 = 2 33.69 00.00 16.62 d4 = 0.7474 0.2491
L1 = 1 18.43 66.19 16.62 d5 = 0.9169 0.3056
L2 = 2 33.69 66.19 16.62 d6 = 0.7097 0.2366
L2 = 2 33.69 16.62 16.62 d7 = 0.1809 0.0602
L2 = 2 33.69 16.62 00.00 d8 = 0.3722 0.1240

Table 6.3: PER results induced by slip angles on AS vehicle.
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Comparing separately the effect of the slip angles, it can be seen that both slip angles
α and β produce opposed results under the disposition shown in Figure 6.7. The slip
angle α decrease the radius, having an understeer vehicle when lα1 intersects the ideal
line from the front axle to original ICC on the point i1, similar result is obtained in
the vehicle L2 on i2 for lα2 ; although the percentages are equal to calculate α1 and α2,
the positioning error ratio for the vehicle L1 is bigger than the ratio for vehicle L2 (i.e.,
d1 > d2).

The slip angle β increases the radius, generating an oversteer response of vehicles when
lβ1 and lβ2 intersect the ideal line from the rear axle to original ICC on i3 and i4, re-
spectively. In this case the ratio of vehicle L1 is smaller than ratio of the vehicle L2

(i.e., d3 < d4).

The combination of both slip angles at different percentages can be seen on the inter-
sections points i5 and i6, for lβ1 with lα1 and lβ2 with lα2 respectively. The ratio of
vehicle L1 is bigger than the ration of vehicle L2 (i.e., d5 > d6).

Assuming equal slip percentage for the rear and the front axle, the effect is less and
tends to cancel the slip impact; for instance, the lα3 is same percentage as lβ2 , the
radius produced by both slip angles is denoted as i7, which shows a ratio quite small
(i.e., d7). This assumption allows observe individually the effect produced by the slip
angles. It is noted that the slip β produces a bigger ratio than slip α, as shown the
differences d4 and d8, which assume same percentage of slip (kα = kβ) and the ratio is
almost double for effect produced by front slip angle comparing with rear slip angle.

These results correspond with the aforementioned observations. Furthermore, when
the radius increases the ratio L

R
is quite small, and the steering angle γ is small and

the length of the vehicle can be negligible; to compute the error ratio assuming that
sinγ = γ and cosγ = 1 when the steering angle is expressed in radians, the ratio
equation of AS vehicle can be simplified as:

PERASγ≈0 = 1 − 1

[kβ − kα + 1]

Thus, if R ≫ L the positioning error ratio is only a function of the slip angles α and
β.
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Figure 6.8: Positioning error ratio for Articulated steering.

6.1.2 PER analysis for Articualted steering

The ratio for the RS vehicle is computed as the AS vehicle, using the values for kα and
kβ shown in the Table 6.2 and varying the vehicle length while each vehicle steers at a
specific radius. The result is depicted in the Figure 6.8. Referring to this result several
observations are made:

• The slip angle β produces a bigger ratio than the slip angle α, as it can be seen
in the plotted ratio for case (b) compared with case (e).

• Equal slip angles tend to cancel out error on the radius (d).

• In the relation α > β, the ratio rises while the radius is increased and the vehicle
length (wheelbase) is reduced, a behavior that is inversely proportional to the
relation L

R
. The behavior is proportional to relation L

R
at α ≤ β.

These observations are interpreted geometrically in the Figure 6.9, which shows the
effect on radius induced by slip angles for two specific vehicles that perform identical
turn. The vehicles perform an ideal radius R, as in AS case; the wheelbases are L1

= 1m and L2 = 2m and the length ratio r = 1, thus l1 = l2 in both vehicles. The
obtained results are resumed in the Table 6.4.

These results correspond with the aforementioned observations and the ratio equation
of RS vehicle for small steering angle γ is given as:

PERRSγ≈0 = 1 − 1

[kβ − kα + 1]
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Figure 6.9: Geometry of ratio induced by slip angles on RS vehicle. The slip effect
is represented by perpendicular lines to the slip angles (lα1

, lα2
, lα3

, lβ1
, and lβ2

). A
intersection of two lines ii represents a new instantaneous center of curvature (ICC);
its projection on the ideal radius shows the difference di.

Wheelbase γ kα kβ Difference PERRS

(m) (◦) (%) (%) (m)

L1 = 1 18.92 66.19 00.00 d1 = 1.1353 0.3784
L2 = 2 36.87 66.19 00.00 d2 = 0.9474 0.3158
L1 = 1 18.92 00.00 16.62 d3 = 0.6055 0.2018
L2 = 2 36.87 00.00 16.62 d4 = 0.6267 0.2089
L1 = 1 18.92 66.19 16.62 d5 = 0.9324 0.3108
L2 = 2 36.87 66.19 16.62 d6 = 0.7410 0.2470
L2 = 2 36.87 16.62 16.62 d7 = 0.0896 0.0298
L2 = 2 36.87 16.62 00.00 d8 = 0.3606 0.1202

Table 6.4: PER results induced by slip angles on RS vehicle.
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Figure 6.10: Positioning error ratio for Explicit steering.

6.1.3 PER analysis for Explicit steering

The ratio for the ES vehicle is computed as the AS vehicle, using the values for kα and
kβ shown in the Table 6.2 and varying the vehicle length while each vehicle performs
a specific radius. The result is depicted in the Figure 6.10. Referring to this result
several observations are made:

• The slip angle β produces a bigger ratio than the slip angle α, as it can be seen
in the plotted ratio for case (b) compared with case (e).

• Equal slip angles produce a tendency to cancel their effect on the radius (d).

• In the relation α > β, the ratio rises while the radius is increased and the vehicle
length (wheelbase) is reduced, it is an inversely proportional behavior to the
relation L

R
. The behavior is proportional to relation L

R
at equal slip angles and

α < β.

These observations are interpreted geometrically in the Figure 6.11, which shows the
effect on radius induced by slip angles for two specific vehicles that perform identical
turn. The vehicles perform an ideal radius R, as in AS case; the wheelbases are L1 =
1m and L2 = 2m. The obtained results are resumed in the Table 6.5.

These results correspond with the aforementioned observations and the ratio equation
of ES vehicle for small steering angle γ is given as:

PERESγ≈0 = 1 − 2

[kβ − kα + 2]
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Figure 6.11: Geometry of ratio induced by slip angles on ES vehicle. The slip effect
is represented by perpendicular lines to the slip angles (lα1

, lα2
, lα3

, lβ1
, and lβ2

). A
intersection of two lines ii represents a new instantaneous center of curvature (ICC);
its projection on the ideal radius shows the difference di.

Wheelbase γ kα kβ Difference PERES

(m) (◦) (%) (%) (m)

L1 = 1 9.59 66.19 00.00 d1 = 0.7129 0.2376
L2 = 2 19.47 66.19 00.00 d2 = 0.6016 0.2005
L1 = 1 9.59 00.00 16.62 d3 = 0.2762 0.0920
L2 = 2 19.47 00.00 16.62 d4 = 0.2902 0.0967
L1 = 1 9.59 66.19 16.62 d5 = 0.5599 0.1866
L2 = 2 19.47 66.19 16.62 d6 = 0.4398 0.1466
L2 = 2 19.47 16.62 16.62 d7 = 0.0550 0.0183
L2 = 2 19.47 16.62 00.00 d8 = 0.1917 0.0639

Table 6.5: PER results induced by slip angles on ES vehicle.
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Figure 6.12: Accumulated PER of Ackermann, Articulatedd and Explicit vehicles
while performing a steady turn (R = 3 m).

6.1.4 PER accumulation

It can be mentioned that although the error could be small, the impact in the vehicle
positioning estimation is accumulated with the time. This can be seen from the kine-
matic models that are used to provide an estimate of the position and the orientation
or heading of the vehicle with respect to some coordinate system. The deviation from
the ideal performance of the radius impacts significantly the computation of the vehicle
heading (θ), causing an error propagation to derive the vehicle position (x and y).

Figure 6.12 shows the estimated position of the vehicle, considering a certain percent-
age of the slip angles while the vehicles perform a complete turn. In particular, assume
that the vehicles must perform a steady turn of radius R (3 m) and centered at the
origin of coordinates. The circular trajectory must be traced counterclockwise at con-
stant velocity (V = 1 m/s) starting with the rear axle midpoint of each vehicle located
at point (0,-3), the length vehicle is 2 m.

The vehicle positioning estimation is calculated using the discrete kinematic models
of the vehicles, which are derived from the previous kinematic models that include
the slip angles (Table 6.1). The complete derivation of the models is developed in the
Appendix B, whereas the slip angles are parameterized by a random process consisting
of a sequence of discrete values of fixed length (Random walk or Brownian motion), as
shown the Figure 6.13. Figure 6.14 shows the accumulated error, which is calculated
as the distance between two points in the plane: the ideal position and the position
that the vehicle experienced due to slip angles.
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Figure 6.13: Random estimation of the slip angles: 360 random values for slip angles
α and β, respectively.
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Figure 6.14: Accumulated error of Ackermann, Articulatedd and Explicit vehicles
while performing a steady turn. The error is calculated as the distance between the
ideal position and the position that the vehicle experienced due to slip angles.
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Figure 6.15: Accumulated PER of AS, RS and ES vehicles at R = 5 m.

Figure 6.15 and Figure 6.16 show the accumulated error for a steady turn 5 m and 10
m, respectively.

−10 −5 0 5 10

−10

−5

0

5

10

Position  x (m)

P
os

iti
on

  y
 (

m
)

AS
RS
ES

Figure 6.16: Accumulated PER of AS, RS and ES vehicles at R = 10 m.
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Figure 6.17: Accumulated PER of AS, RS and ES vehicles at R = 3 m and V = 4
m/s.

Figure 6.17 shows the accumulated error for a turn 3 m at vehicle velocity V = 4
m/s. As it is expected the accumulated error in the positioning estimation of the ES
vehicle is smaller than the error of the AS and RS vehicles by a factor superior to 50 %;
whereas the AS error and RS error are similar. Therefore, the results in the analysis
the vehicle positioning should be taken into account at the selection of the locomotion
configuration.
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Figure 6.18: PER comparison of Ackermann, Articulated and Explicit steering: kα =
66.19 % and kβ = 16.62 %.

6.1.5 Discussion and Comparison

The error of vehicle positioning has been estimated for Ackermann, Articulated, and
Explicit independent vehicles. The error is calculated as ratio between an ideal and
a slip turning radius. The ratio of these vehicles, in the context of same conditions,
addresses the following comparisons:

1. The results show an advantage for the ES vehicles to minimize the error of the
vehicle positioning. The ES ratio presents an improvement superior to 60 %
in comparison with the AS and RS ratios (as seen in Figure 6.18 and Figure
6.19). Therefore, it can be expected a better accuracy for the vehicle positioning
estimation through the dead-reckoning.

2. The AS and RS vehicles present similar ratios. A 10 % improvement margin is
presented by AS vehicle compared with RS ratio at small turning radius; whereas
this improvement trends to be negligible at large turning radius, where the AS
and RS vehicle produce equal ratios. Therefore, it can be expected comparable
accuracy for vehicle positioning estimation between Ackermann and Articulated
vehicle.

3. The results in the three steering mechanisms present a tendency to minimize the
ratio when the wheelbase is increased; although this advance is negligible when
the turning radius is increased. Therefore, it can be expected an improvement
that is proportional to relation L

R
.
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Figure 6.19: Geometric positioning error comparison for Ackermann, Articulated
and Explicit vehicles. The slip effect is represented by perpendicular lines to the
slip angles (lαAS

, lαRS
, lαES

, lβAS
, lβRS

and lβES
). The intersection of these lines for

AS (△), RS (◦), and ES(⋄) represents a new instantaneous center of curvature and
its projection on the ideal radius shows the difference.

It has to be noted that the ES vehicle requires minor steering angle γ to perform a
specific turning radius in comparison with AS and RS vehicles; however, the behavior
also is maintained when these vehicles are compared to perform a specific steering
angle γ, as shown in Figure 6.20. Therefore, it may be argued that this advantage is
correlated to the relation L

R
and the number of degrees of freedom required to steer

the vehicle, which is captured in the kinematic model. The ES vehicle, actuating as a
double Ackermann steering, is considered with a rear steering angle and a front steering
angle (2 DOF’s); whereas the both vehicles AS and RS consist of only one degrees of
freedom to steer the vehicle.
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Figure 6.20: Positioning error ratio for Ackermann, Articulatedd and Explicit steer-
ing while turning a specific steering angle γ at kα = 66.19 % and kβ = 16.62 %.
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Figure 6.21: Control analysis for steering kinematics.

6.2 Steering Kinematics and Control

The key issue of the autonomous navigation performance is to follow a path while
regarding safety requirements (avoid obstacles). It is to control the vehicle motion in
terms of the path, which may be specified as a series of way-points linked by lines
or smooth splines. The path incorporates the geometric constraints of the environ-
ment, whereas the controller converts ideal plans into actual motion execution, inputs
variables for motion are derived from vehicle kinematics, through a tracking crite-
rion. Thus, in the synthesis process is essential to investigate the steering kinematics
that minimizes the tracking error. Figure 6.21 shows the control analysis, in which
a parametric comparison is investigated among the steering schemes and the tracking
performance.

The analysis examines the three steering schemes: Ackermann Steering (AS), aRtic-
ulated Steering (RS), and Explicit independent Steering (ES) while following a path,
which is based on the Geometric Description of the environment; in particular, path of
constant curvature are considered. In the following, the error is the distance of vehicle
from their orthogonal projections on the path. The error measurement is accomplished
by means of a local frame, known as Frenet frame, moving along the path as a function
of the curvilinear abscissa. Two different Frenet frames are used on the midpoints
of both axles of the vehicles as discussed by Altafini [Altafini 99], to investigate the
tracking error around the path assuming a stable control. Local asymptotic stability
to path is achieved by means of a conventional linear-state feedback, in the context of
similar and minimal control for the steering schemes.
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Figure 6.22: Path coordinates for the steering kinematics.

6.2.1 Modelling path coordinate

This analysis concerns only with the geometric displacement of the vehicle in the en-
vironment, where the vehicle must follow the path in terms of the arc length along the
environment while avoiding obstacles. With reference to Figure 6.22, the kinematic
models to describe the motion of two points (Pr and Pf ) relative to the curve (C) are
derived.

Two Frenet frames moving on the curve correspond to the orthogonal projections on
c of the both point Pr and Pf , where each frame is represented by the unitary vectors
n and m (normal and tangent to the oriented curve). Let dr and df be the distance
between the axle midpoints and the path (origin of each Frenet frame) respectively.
Denote by θcr and θcf the angles between the current tangent to the path and the x
axis of the fixed frame, and s → [0, 1] is the curvilinear abscissa of the curve C. The
curvature along the path is defined as

c(s) =
θ̇c

ṡ
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Assuming that c(.) ǫ C1 and that the path satisfies some technical conditions, discussed
by Samson [Samson 95]. The without slip kinematic models of the steering schemes of
Table 6.1 are expressed in terms of the path coordinates qp = (s, d, θp, γ):
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ẏ
0



 +





c(s) d ṡ
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where θp = θ − θc is the relative orientation angle between the vehicle and the tangent
to the path. R denotes the transfer rotation matrix from the fixed frame to the Frenet
frame,

R =





cosθc sinθc 0
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and thus, the path coordinates qpAS
for the Ackermann steering is given by
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whereas the path coordinates qpRS
for the Articulated steering is given as:

q̇pRS
=
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and the path coordinates qpES
for the Explicit steering is given as:

q̇pES
=
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where v1 is the vehicle velocity V and v2 is the steer velocity γ̇. These previous equation
systems may be rewritten as:

q̇pAS
= A(qpAS

) + B(qpAS
) v2 (6.7)

q̇pRS
= A(qpRS

) + B(qpRS
) v2 (6.8)

q̇pES
= A(qpES

) + B(qpES
) v2 (6.9)

The above systems are nonlinear; however, these systems can be locally asymptotically
stabilized to a path of constant curvature by means of the Lyapunov linearization
method, how was proven for an Articulated vehicle by Altafini [Altafini 99]: for a path
of constant curvature C, the equilibrium point qpe is calculated from the geometry
between the vehicle and the path. The control objective consists in regulating the
lateral distances or errors df and dr and the relative orientation angles θpf and θpr to
zero. The solution consists in choosing an appropriate gain K for the closed-loop state
matrix A − v1 K B, i.e. if all eigenvalues have negative real parts. Where the Jacobian
matrix has the form:

A =
∂A
∂qp

∣

∣

∣

∣

qp=qpe

and

B
△

= B(qpe)

The tracking errors, composing by the lateral displacements and the relative orientation
angles of both points from the path, are then simulated to compare the three steering
schemes for a given task; in particular, following a line-arc-line path at steady state. A
path that may be found in a wide range of possible Autonomous Vehicle applications,
such as the corridors in the underground mining: the walls limit the workspace and the
tunnels are connected by tight corners. Figure 6.23 depicts the geometric constraint of
an underground mining environment.
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Figure 6.23: Tunnel interconnection for an underground mining environment.

A previous analysis serves as physical filter to reduce the vehicle dimension space to
simplify the control analysis. The filtering process begins by avoiding obstacles, in
particular the walls of the environment while turning at a unique steering command,
i.e. steering angle γ is constant. There is a parametric variation of both length and
width of the vehicle, recognizing the set of vehicle candidates to perform the task. Only
successful vehicle dimensions need to be considered by the following path test. The
filter is derived from the task requirements and the environment constraints: the tun-
nel width is 3.5 m, considering the middle of the tunnel as the initial position (start)
before to turn. Figure 6.24 depicts the geometry of the vehicle and the environment.
The steering γ is permitted to up 35◦; whereas the range of dimensions are from 1.0 m
to 3.5 m for the length and width of the vehicle.
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Figure 6.24: Vehicles avoid obstacles.
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Figure 6.25: Vehicle dimensions that avoid obstacles while turning at steady state.

The results of the filter are shown in Figures 6.25-6.26, in terms of the number of
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Figure 6.26: Radius and steering histograms for the AS, RS, and ES vehicles.

steer commands that represents the frequency of successful steering angles to turn
avoiding the walls at the particular dimensions, vehicle length L and vehicle width B
respectively. The histograms show the number of radii and steering angles γ for every
successful vehicle. The results lead to following observations. The RS scheme allows
the largest vehicle, since the vehicle can reach up to 3 m long; whereas the AS and ES
reach about 2.5 m long. The lesser dimensions have the greater number of successful
instantiations, which the AS schemes presents the greater number of steer commands.
Besides, the ES scheme needs the lowest steering range to fill the same radius range as
the AS and RS schemes.



120 Chapter 6. Autonomy Analysis

−4 −2 0 2 4 6
−6

−5

−4

−3

−2

−1

0

1

2

3

4

5

 x (m)

 y
 (

m
)

 L = 1 m

−4 −2 0 2 4 6
−6

−5

−4

−3

−2

−1

0

1

2

3

4

5

 x (m)

 y
 (

m
)

 L = 2 m

Figure 6.27: Tracking a line-arc-line path with linear state feedback: v1 = 1 m/s,
and curvature c = 1/3.35 for both AS vehicles L = 1 m and L = 2 m.

6.2.2 Control analysis for Ackermann steering

The tracking errors are computed for the AS vehicle to investigate the relation between
vehicle configuration and control, using the aforementioned linear-state feedback while
following a path. With respect to the previous results, the range of the allowable vehi-
cle length is between 1 m and 2 m, with a vehicle width at 1 m. The path consists of a
straight line, an arc of a circle, and a straight line. The radius of the circle arc is 3.35
m as the average of the maximum allowable radius, i.e. a constant curvature c = 1

3.35
.

For the following purpose, the translational velocity v1 of the vehicle is considered as
a constant value (an open-loop).

Figure 6.27 shows the performance for the path tracking with a linear state feedback
control. The obtained results are shown in Figure 6.28, in terms of both the tracking
errors df and dr and the heading errors θpf and θpr, with respect to the steering angle γ
and the control input v2 (γ̇). Referring to these results several observations are made:

• The vehicle dimension L = 2 m produces a bigger tracking error than the lower
vehicle L = 1 m. It can be observed in the plotted error for the rear axle midpoints
(dr), and interpreted as an upper area to turn, the off-tracking bounds between
the rear and the front trajectories. The off-tracking increases in the transition
from the straight line to the circle arc, and it decreases on the transition from
the circle arc to the straight line. There is a proportional behavior to relation
between the curvature and the vehicle length cL for the maximum off-tracking.

• A similar behavior can be observed for the heading errors (θpr), the bigger di-
mension produces a bigger error than the error produced by the smaller vehicle.

• The bigger configuration has a slower convergence, the control simulation follows
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Figure 6.28: Errors of tracking and heading for the AS vehicles: df , dr, θpf and θpr,
for both vehicles L = 1 m and L = 2 m, respectively.

the given path, than the lower configuration. It can be observed in the plotted for
the state of the steering angle γ, which steps-up and decays faster for the smaller
vehicle. It becomes a steady state behavior with γ̇ constant (approximately zero)
for the following of both the straight lines and of the circle arc, beyond the
transitions: line-arc and arc-line.
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Figure 6.29: Tracking a line-arc-line path with linear state feedback: v1 = 1 m/s,
and curvature c = 1/3.35 for both RS vehicles L = 1 m and L = 2 m.

6.2.3 Control analysis for Articulated steering

The tracking errors are computed for the RS vehicle to investigate the relation between
vehicle configuration and control, using the aforementioned linear-state feedback while
following a path. As in the AS vehicle case, two vehicle lengths are simulated (L = 1
m and L = 2 m). The path is a line-arc-line, with the arc of a circle of radius 3.35 m,
i.e. a curvature c = 1

3.35
. In this analysis, there is a length ratio r = 1, thus l1 = l2 in

both vehicles.

Figure 6.29 shows the performance for the path tracking with a linear state feedback
control. The obtained results are shown in Figure 6.30, in terms of both the tracking
errors df and dr and the heading errors θpf and θpr, with respect to the steering angle
γ and the control input v2 (γ̇). These results lead to the following observations:

• The upper dimension L = 2 m produces a bigger tracking error than the lower
vehicle L = 1 m. It can be observed in the plotted error for the rear axle midpoints
(dr). In particular, the off-tracking is approximately zero for the smaller vehicle,
having minimum values on the transitions: line-arc and arc-line. However, there
is a proportional behavior to relation between the curvature and the vehicle length
cL for the maximum off-tracking.

• A similar behavior can be observed for the heading errors (θpr), the bigger di-
mension produces a bigger error than the error produced by the smaller vehicle.

• The bigger configuration has a slower convergence than the lower vehicle. It can
be observed in the plotted for the state of the steering angles γ for both vehicles;
furthermore, the lower RS vehicle presents a more explicit steady state behavior
than the smaller AS vehicle.
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Figure 6.30: Errors of tracking and heading for the RS vehicles: df , dr, θpf and θpr,
for both vehicles L = 1m and L = 2m.
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Figure 6.31: Tracking a line-arc-line path with linear state feedback: v1 = 1 m/s,
and curvature c = 1/3.35 for both ES vehicles L = 1 m and L = 2 m.

6.2.4 Control analysis for Explicit steering

The tracking errors are computed for the ES vehicle to investigate the relation between
vehicle configuration and control, using the aforementioned linear-state feedback while
following a path as in the AS and RS vehicles. Two vehicle lengths are simulated (L
= 1 m and L = 2 m). The path is a line-arc-line, with a curvature c = 1

3.35
.

Figure 6.31 shows the performance for the path tracking with a linear state feedback
control. The obtained results are shown in Figure 6.32, in terms of both the tracking
errors df and dr and the heading errors θpf and θpr, with respect to the steering angle γ
and the control input v2 (γ̇). Referring to these results several observations are made:

• Although the off-trackings are lesser than AS vehicle, the errors present an oscil-
latory behavior that tends to increase. The upper wheelbase L = 2 m produces
a bigger tracking error than the smaller vehicle L = 1 m, as shown in the plotted
error for the rear axle midpoints (dr).

• An instable behavior can be observed for the heading errors (θpr), the bigger
dimension produces a bigger error than the error produced by the smaller vehicle.

• The bigger configuration has a slower convergence than the smaller vehicle. It
can be observed in the plotted for the state of the steering angles γ for both
vehicles. A particular control strategy must be derived, possible by an exact
feedback linearization as the Lyapunov second method.
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Figure 6.32: Errors of tracking and heading for the ES vehicles: df , dr, θpf and θpr,
for both vehicles L = 1m and L = 2m.
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6.2.5 Discussion and Comparison

The tracking error and heading error of vehicle control has been estimated for the Ack-
ermann, Articulated, and Explicit vehicles. The errors are calculated in the following
of a given path: line-arc-line with linear state feedback. The errors of these vehicles,
in the context of same conditions, address the following comparisons:

1. The results show an advantage for the RS vehicles to minimize the errors of
the tracking and heading. The RS vehicles present an improvement superior
to follow a line-arc-line path in comparison with the AS and ES schemes. The
tracking error may be considered approximately zero for a length ratio r = 1,
where l1 = l2. Therefore, it can be expected a better accuracy for the vehicle
control, which should impact the estimation of the vehicle positioning through
the dead-reckoning.

2. The AS vehicles present an off-tracking, which may be a disadvantage for possible
applications in confined environments. However, this off-tacking tends to decrease
as a function to the relation between the curvature and the vehicle length cL.
Therefore, it can be expected comparable accuracy for vehicle control for relations
L ≪ R, where c = 1

R
.

3. The results in the three steering mechanisms present a tendency to minimize the
errors when the wheelbase L decreases; although this advance is negligible when
the circle radius of the curvature R is increased. Therefore, it can be expected a
improvement that is a proportional function to relation L

R
.

It has to be noted that the RS vehicle requires a minor area to perform a specific
turning radius in comparison with AS and RS vehicles; which converts an Articulated
vehicle more deployed in confined environments such as the underground mining. Fur-
thermore, it may be argued that this advantage is correlated to the relation L

R
and the

number of degrees of freedom required to steer the vehicle, which is captured in the
kinematic model.

The ES vehicle, actuating as a double Ackermann steering, is considered to be provided
with a rear steering angle and a front steering angle; whereas the both vehicles AS
and RS consist of only one degrees of freedom to steer the vehicle. Therefore, the ES
schemes requests a particular control strategy for achieving a given path and improving
the vehicle performance, such as a Lyapunov-oriented approach.
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Figure 6.33: Perception analysis for steering kinematics.

6.3 Steering Kinematics and Perception

The key issue of the autonomous navigation performance is to perceive and avoid ob-
stacles together with the position estimation and the control, while performing a given
task in a particular environment. This involves information from sensors regarding of
the surrounding environment, by allowing the control of the vehicle motions as reac-
tive responses to avoid obstacles. A reactive behavior consists of predefined motions,
such as panic stop or steady turning, which is based on sensor information and the
kinematic vehicle model. Thus, in the synthesis process is essential to investigate the
relation between the steering kinematics and the parameters of perception. Figure
6.33 depicts the perception analysis, in which a parametric comparison is investigated
among the steering schemes and the perception parameters.

The analysis examines the three steering schemes: Ackermann Steering (AS), aRticu-
lated Steering (RS), and Explicit independent Steering (ES) while following a maneuver
to avoid obstacles: steady state turn, i.e. γ̇ = 0. This involves the physical parameters
defining the vehicle performance and the perception parameters defining the perfor-
mance of external sensors. In the perception analysis, a physical filter serves to reduce
the vehicle dimension space to simplify the analysis, similar to the control section.
Then, a parametric variation of both length and width of the vehicle is developed,
following by an estimation of the perception parameters at different sensor placements,
to investigate the relation between the vehicle steering configuration and perception
requirements.
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Figure 6.34: Perception parameters to perceive positive and negative obstacles.

Figure 6.34 shows the geometric relation between the physical parameters and per-
ception parameters, since the physical parameters are composed by: the length of the
vehicle L, the vehicle width B, R denoting the radius to avoid the obstacles; whereas
the wheel radius r, and the required clearance c, defined as the height of undercarriage
above the terrain. The perception parameters are defined by: the height of the sensor
H, the lookahead distance Y , which includes the offset placement of the sensor Ysensor,
the angle of the field of view δ, and the measured range P .

The kinds of maneuvers, as minimal abilities, are stop and turning to allow avoid-
ing the obstacles. This perception analysis considers that the vehicle actions respond
immediately once the surrounding is perceived, which involves the time of response
Tresponse from the time to take the sensor information, the generation of commands, to
the time of the actuator response. Hence, the response distance D, the product of the
vehicle velocity V and the time of response Tresponse, is assumed here approximately
zero (D = V Tresponse ≈ 0).

The field of view δ of the vehicle must have a sufficient effective range to sense objects
within an area, and to avoid the tunnel vision constraint, discussed by [Kelly 98]. This
area is not only on straight line navigation, but also it must consider while turning
for avoiding the obstacles. For robots that can point turn is a simple function, such
as holonomic vehicles: Explicit Steer; however, in this analysis the ES is analyzed as
double Ackermann.

Therefore, the minimum effective field of view must sense obstacles within an area as
double as the minimum radius or maximum steering angle γ, according to [Wagner 02];
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this perception parameter leads to the following expression:

δ = 2 atan

(

R

P

)

= 2 atan

(

R√
H2 + Y 2

)

To perceive negative obstacles as a hole, the ratio, derived by [Kelly 98], of sensor
height H to the lookahead distance Y has to satisfy,

H

Y
=

r

2r
=

1

2

since the minimum allowable value of the wheel radius is constrained for the environ-
ment conditions, considering in particular c = r, implicates c as the minimum height
of positive obstacles, such as rocks. Furthermore, the lookahead distance Y is given as

Y = R + O +
B

2
+ Z + 2 c + Ysensor − L

a function of the physical parameters and of the placement of the sensor Ysensor, where
Z denotes a zone of safety as a threshold that includes the chassis width and the
wheel width, O is the off-tracking bound between the rear and the front trajectories
while the vehicle turning by avoiding the obstacles. These equations allow estimate the
perception parameters to perceive positive and negative obstacles. Then the perception
parameters Y , H, and δ are estimated to compare the three steering schemes. Following
a safety maneuver: the vehicle must turn to avoid the obstacles as in a wide range of
possible Autonomous Vehicle applications. For instance in the underground mining,
the walls represent positive obstacles, which is shown in Figure 6.35.
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Figure 6.35: Vehicles avoid walls: as positive obstacles.
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Figure 6.36: Perception for the AS vehicles while avoiding walls: L = 1 m and L =
2 m at different placement Ysensor (0, L/2, and L).

6.3.1 Perception analysis for Ackermann steering

The perception parameters are computed for the AS vehicle to investigate the rela-
tion between vehicle configuration and perception, using the aforementioned equations.
With respect to the previous results, the range of the allowable vehicle length is be-
tween 1 m and 2 m, with a vehicle width at 1 m, as is shown in Figure 6.36. The
allowable steering angle γ is 35◦ as maximum; the safety zone Z is 0.25 m. Table 6.6
shows the results obtained and Figure 6.37 shows the trajectory of the field of view
projected onto the lookahead distance Y , i.e. the maximum perception line onto the
groundplane. Referring to these results several observations are made:

• An increment of the wheelbase L produces a increment of the perception para-
meters: Y , H, and δ. It is a function of both: the placement of the sensor Ysensor

and the off-tracking O generated by the AS vehicle.

• The effective angle δ of the field of view is smaller when the sensor placement is
on the rear axle (Ysensor = L). Nevertheless, the lookahead distance Y increases
by this factor Ysensor and thus the height to place the sensor increases.

• Since the sensor must see the distance P required without being obstructed by
the vehicle parts or other components, the sensor placement on the front axle
(Ysensor = 0) presents a minor gap of this parameter. In particular the lower
wheelbase has the smallest value.

• Considering a perception line onto the distance Y , the sensor is limited to see all
terrain that the vehicle reaches in the maneuver to avoid the obstacles. This is
the problem of tunnel vision which is smaller for the lower vehicle.
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Wheelbase (m)
Ysensor (m)

L = 1.00 L = 1.50 L = 2.00

Perception Parameter

0 1.69 2.07 2.44

L/2 2.19 2.82 3.44 Y (m)

L 2.69 3.57 4.44

0 0.85 1.03 1.22

L/2 1.10 1.41 1.72 H (m)

L 1.35 1.78 2.22

0 1.89 2.31 2.72

L/2 2.45 3.15 3.84 P (m)

L 3.01 3.99 4.96

0 74.05 85.71 92.71

L/2 60.43 68.48 73.25 δ(◦)

L 50.75 56.51 59.87

Radius (m) 1.43 2.14 2.86

Off-tracking (m) 0.31 0.47 0.63

Table 6.6: Perception Parameters for the AS vehicle: the lookahead distance Y , the
height of the sensor H, the distance measured P , and the angle of the field of view δ,
which are calculated from the offset placement of the sensor Ysensor, and the steering
angle γ = 35◦ for three different wheelbases L, respectively.
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Figure 6.37: Trajectories of AS vehicle (black) and the projected field of view onto
a lookahead distance Y for: L = 1 m and L = 2 m at Ysensor = 0.
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Figure 6.38: Perception for the RS vehicles while avoiding walls: L = 1 m and L =
2 m at different placement Ysensor (0, L/2, and L).

6.3.2 Perception analysis for Articulated steering

The perception parameters are computed for the RS vehicle, to investigate the relation
between vehicle configuration and perception, using the aforementioned equations and
same values: the allowable steering angle γ is 35◦, the safety zone Z is 0.25 m, and
the range of the wheelbase is between 1 m and 2 m, as is shown in Figure 6.38. Table
6.7 shows the results obtained and Figure 6.39 shows the trajectory of the field of view
projected onto the lookahead distance Y , i.e. the maximum perception line onto the
groundplane. Referring to these results several observations are made:

• The increment of the perception parameters Y , H, P and δ is a function of both:
the placement of the sensor Ysensor and of the wheelbase L.

• The field of view δ decreases if the sensor placement increase up to on the rear
axle position (Ysensor = L). Although the lookahead distance Y increases by this
factor Ysensor, thus the height H to place the sensor increases, a similar behavior
as the AS vehicle.

• A minor gap of the parameter P is presented by the smaller wheelbase (L = 1
m), if the sensor placement is on the front axle (Ysensor = 0) to see this required
distance P without being obstructed.

• The tunnel vision problem decrease if the wheelbase L is increased, assuming the
projected perception line onto the lookahead distance Y . For a wheelbase L =
2 m the sensor can see all terrain that the vehicle will reach in its maneuver to
avoid the obstacles.
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Wheelbase (m)
Ysensor (m)

L = 1.00 L = 1.50 L = 2.00

Perception Parameter

0 1.54 1.83 2.12

L/2 2.04 2.58 3.12 Y (m)

L 2.54 3.33 4.12

0 0.77 0.91 1.06

L/2 1.02 1.29 1.56 H (m)

L 1.27 1.66 2.06

0 1.72 2.04 2.37

L/2 2.28 2.88 3.49 P (m)

L 2.84 3.72 4.61

0 85.45 98.64 106.41

L/2 69.73 79.05 84.53 δ(◦)

L 58.44 65.17 69.08

Radius (m) 1.59 2.38 3.17

Off-tracking (m) 0.00 0.00 0.00

Table 6.7: Perception Parameters for the RS vehicle: the lookahead distance Y , the
height of the sensor H, the distance measured P , and the angle of the field of view δ,
which are calculated from the offset placement of the sensor Ysensor, and the steering
angle γ = 35◦ for three different wheelbases L, respectively.
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Figure 6.39: Trajectories of RS vehicle (black) and the projected field of view onto
a lookahead distance Y for: L = 1 m and L = 2 m at Ysensor = 0.
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Figure 6.40: Perception for the ES vehicles while avoiding walls: L = 1 m and L =
2 m at different placement Ysensor (0, L/2, and L).

6.3.3 Perception analysis for Explicit steering

To investigate the relation between vehicle configuration and perception, the perception
parameters are computed for the ES vehicle, using the equations derived in previous
section and assuming the same allowable values as in the cases of the AS and RS
vehicles. Figure 6.40 depicts the analyzed wheelbases: L = 1 m and L = 2 m. Table
6.8 shows the results and Figure 6.41 shows the trajectory of the field of view projected
onto the lookahead distance Y on the groundplane. These results lead to the following
observations:

• The perception parameters Y , H, P and δ are related to the placement of the
sensor Ysensor and of the wheelbase L, since the off-tracking is approximately zero,
thus it can be a negligent parameter similar to the RS vehicle.

• The height H to place the sensor is a function of the offset placement Ysensor; i.e.,
when it is on the rear axle (Ysensor = L) the angle δ of the field of view decreases
and the lookahead distance Y increases by this factor, similar behavior as the AS
and RS vehicles.

• To fill the requirement where the sensor must see the distance P without being
obstructed, the better sensor placement is on the front axle (Ysensor = 0), pre-
senting a gap of this parameter that is directly proportional to the wheelbase
L.

• The tunnel vision problem defined by the ES vehicle is comparable to RS vehicle,
which decrease if the wheelbase L is increased, assuming the projected perception
line onto the lookahead distance Y .
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Wheelbase (m)
Ysensor (m)

L = 1.00 L = 1.50 L = 2.00

Perception Parameter

0 1.61 1.94 2.28

L/2 2.11 2.69 3.28 Y (m)

L 2.61 3.44 4.28

0 0.81 0.97 1.14

L/2 1.06 1.35 1.64 H (m)

L 1.31 1.72 2.54

0 1.80 2.17 3.66

L/2 2.36 3.01 3.84 P (m)

L 2.92 3.85 4.78

0 85.36 97.86 105.17

L/2 70.29 79.25 84.48 δ(◦)

L 59.30 65.86 69.65

Radius (m) 1.66 2.49 3.33

Off-tracking (m) 0.00 0.00 0.00

Table 6.8: Perception Parameters for the ES vehicle: the lookahead distance Y , the
height of the sensor H, the distance measured P , and the angle of the field of view δ,
which are calculated from the offset placement of the sensor Ysensor, and the steering
angle γ = 35◦ for three different wheelbases L, respectively.
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Figure 6.41: Trajectories of ES vehicle (black) and the projected field of view onto
a lookahead distance Y for: L = 1 m and L = 2 m at Ysensor = 0.
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6.3.4 Discussion and Comparison

The perception parameters have been estimated for the Ackermann, Articulated, and
Explicit vehicles. These parameters are calculated in the following of a maneuver to
avoid obstacles: turning at minimum allowable radius performance. The paramet-
ric results of these vehicles, in the context of same conditions, address the following
comparisons:

1. The results show an advantage for the RS vehicles to minimize the perception
parameters: the lookahead distance Y , the height of the sensor H, and the dis-
tance measured P . The RS vehicles present a minor margin in comparison with
the AS and ES schemes.

2. The AS vehicles tend to minimize the effective angle δ of the field of view; how-
ever, the AS vehicles present the tunnel vision problem with a margin superior
than the RS and ES. This problem tends to decrease while the wheelbase is in-
creased, which may be a disadvantage for lower wheel dimensions, such as L = 1
m. In particular, the tunnel vision problem can affect the accuracy for the vehicle
control, which should impact the integrity of the vehicle.

3. The results in the three steering mechanisms present a tendency to minimize the
parameters when the wheelbase L is decreased and there is a relation proportional
to distance of the sensor placement Ysensor.

It has to be noted that the ratio L
R

for ES vehicle is a smallest to perform a minimum
turning radius in comparison with AS and RS vehicles; Table 6.9 shows the estimated
result at same ratio L

R
and Ysensor = 0 for the three steering schemes. In particular all

schemes perform identical radius. The results show a similar behavior and calculated
parameters for the RS and ES vehicles, in addition the tunnel vision problem is mini-
mize for these vehicles, in comparison whit the obtained for the AS vehicle.

This characteristic can be argued as advantage for the RS and ES vehicles, where the
sensor physically points all reachable terrain by the vehicle, since the RS and ES ve-
hicles present a natural panning while the vehicles follow a path or maneuver to avoid
obstacles. The RS and ES vehicles use the steering action to point the sensor with the
orientation to follow the curvature, this is due to the sensor is on front axle.

A possible approach to minimize the tunnel vision problem, it is increased the effective
width that covers the sensor or that sensor panning. A time-of-flight laser may become
available to cover up to 180 ◦ of the field of view onto the calculated lookahead distance
Y . Figure 6.42 shows the diminution of the tunnel vision problem for the three steering
schemes while avoiding obstacles.
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Wheelbase (m)

L = 1.00 L = 1.50 L = 2.00

Perception Parameter

AS Vehicle 1.89 2.37 2.84

RS Vehicle 1.62 1.95 2.28 Y (m)

ES Vehicle 1.62 1.95 2.28

AS Vehicle 0.95 1.18 1.42

RS Vehicle 0.81 0.97 1.14 H (m)

ES Vehicle 0.81 0.98 1.14

AS Vehicle 2.12 2.64 3.17

RS Vehicle 1.81 2.18 2.55 P (m)

ES Vehicle 1.81 2.18 2.55

AS Vehicle 76.42 86.78 92.84

RS Vehicle 85.36 97.82 105.11 δ(◦)

ES Vehicle 85.36 97.82 105.11

Radius (m) 1.67 2.50 3.33

AS Off-tracking (m) 0.28 0.42 0.55

Table 6.9: Perception Parameters for the AS, RS, and ES vehicles: the lookahead
distance Y , the height of the sensor H, the distance measured P , and the angle of
the field of view δ, which are calculated from the offset placement of the sensor
Ysensor = 0, and the relation L

R
= 0.60 for three different wheelbases L, respectively.
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Figure 6.42: Trajectories for the AS, RS, and ES vehicles and the projected field
of view angle δ = 180◦ onto the lookahead distance Y : L = 1m and Ysensor = 0,
respectively. The gap of tunnel vision problem is reduced for the three steering
schemes. In particular the AS behavior is improved, which guarantee the integrity
and the accuracy of the vehicle control.
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6.4 Selection

A parametric comparison of the Ackermann, Articulated, and Explicit steering schemes,
in terms of positioning, control, and perception performance, has been developed under
same conditions. The advantages and disadvantages of these three steering schemes
have been examined in each case.

In this analysis, the Explicit scheme provides the best advantages to minimize the er-
ror of the position estimation rather than Ackermann and Articulated schemes. This
scheme has also a better performance to minimize the tunnel vision problem against
the Ackerman vehicle; however, the Explicit steering mechanism shows a disadvantage
in the issues of actuation complexity and coordination control to perform the desired
driving and heading, due to the greater number of necessary DOF to steer the vehicle.

The Ackermann scheme includes better position estimation than Articulated vehicle,
due to less impact of slip, but the Articulated scheme provides advantages to maneuver
a path in confined environments with efficient driving and steering; i.e., Articulated
schemes minimize the tracking error versus both Explicit and Ackermann vehicles.
This vehicle has also the advantage over the Ackermann and Explicit (in minor degree)
schemes to reduce the tunnel vision problem, due to the intrinsic panning of the sensor
while it is placed on the front axle.

These trade-offs must be considered in the synthesis process to select the vehicle
scheme for the Locomotion subsystem, which must meet the task and environment
requirements, determining the components that minimize the downsides of each steer-
ing scheme to support autonomous performance of the given task.

Therefore the selection of the Locomotion subsystem for the tunnel profiling task (TPT)
will be based on these obtained results. In addition to the Configuration Requirements
and Configuration Parameters defined through the proposed method and analyzed
in the chapters 4 and 5. This is done in the following section, to proceed with the
remainder of the systematic framework for synthesis of the MAV configuration in the
next chapter.

6.4.1 Locomotion subsystem

An initial configuration study examined the basic motions to perform the tunnel profile
task determined that a mobile platform must navigate along of the mine corridors to
gather the tunnel profile at equidistant intervals. The Configuration Requirements and
the Configuration Parameters being to leverage on a wheeled vehicle to traverse the
desired terrain while maintaining an efficient autonomous mobility: accurate position
estimation and simplicity required to control through the expected tunnels.
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Autonomy
Steering Schemes

L
R

for Rmin≤R≤8 m
L
R

for L≪R Positioning

AS 10 0 Slip Angles

RS 0 0 Minimize PER (%)

ES 60 60 wrt the RS vehicle

L
Rmin

L
R

for L≪R Control

AS Off-tracking 0 Path Following:line-arc-line

RS 0 0 Tracking Error (m)

ES > 0 0 Curvature c = 1

R

FoV width 2Rmin FoV = 180◦ Perception

AS f( L
R

) 0 Avoid Obstacle: turn Rmin

RS f(R
L

) 0 Tunnel Vision Problem

ES f(R
L

) 0

AS Off-tracking Off-tracking Avoid Obstacle: turn Rmin

RS 0 0 Y , H, and P Parameters

ES 0 0 wrt the RS vehicle

AS 0 0 Avoid Obstacle: turn Rmin

RS 15 0 δ Parameter (%)

ES 15 0 wrt the AS vehicle

Table 6.10: Comparison of results for the AS, RS, and ES steering schemes under
positioning, control, and perception analysis.

Despite the advantages provides by the ES and RS steering schemes, the Ackermann
scheme is selected, since it has advantage of allowing the vehicle to be significantly
simpler control required than the ES mode, and more accurate position estimation
than the RS scheme as is shown in Table 5.10.

Mainly, the selection is a small wheelbase dimension, because the vehicle must steer
at minimum radius (Rmin) to follow path commands. Therefore an Ackermann vehicle
with wheelbase L = 1 m has a control advantage over ES scheme of same dimension,
considering a tracking error equivalent to the off-tracking that develops the Ackermann
vehicle but a better and efficient steering at steady state, i.e. minimum control com-
mands.

Furthermore, the AS wheelbase L = 1 m provides better positioning than RS mode,
due to AS scheme minimizes a 10 % the effect of the factors that tend to increase the
error to estimate the vehicle positioning with reference to the obtained results for the
RS scheme at same conditions of evaluation.
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Figure 6.43: Mining Autonomous Vehicle structure formulated by a Ackermann
vehicle, a pant tilt unit, and a laser rangefinder.

Therefore, the robotic vehicle configuration is updated with the selection of an Acker-
mann vehicle, which is mapped into the MAV structure as the Locomotion subsystem
to perform the tunnel-profiling task. Figure 6.43 shows such MAV structure, com-
posed by the Ackermann vehicle and the rest of components to implement the motions
P1R2P3 of the Basic Configuration.

However, the fulfillment the Configuration Parameters of the motion P1 implies the
estimation of the vehicle positioning for the achievement of the task at least a distance
equivalent to 50 m, which corresponds to the minimum long of the tunnel (50 m ≤
length tunnel). The estimation must be solved from the kinematics of the Locomotion
subsystem and the use of multiple sensors. But the estimation of the vehicle position
and orientation presents an error caused by many factors that involve the interaction
among the vehicle, the sensors, and the environment; moreover, such error is accumu-
lative, i.e., an uncertainty of the vehicle positioning which increases with the traveled
distance by the robotic vehicle.

The following point of the systematic framework is an analysis to investigate the quanti-
tative sensor requirements that minimize the positioning uncertainty. The analysis uses
a generic architecture that assumes the existence of an absolute sensor and landmarks
to update the vehicle positioning, estimated by the sensors of velocity and steering. In
the next chapter, the theoretical propagation of positioning uncertainty is estimated
to evaluate and bound the expected uncertainty of such sensors and the number of
landmarks for allowing the successful execution of the task.
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Appendix A

Constructive Solid Geometry

This appendix outlines the derivation of the Geometric Description for the Tunnel Pro-
filing Task through the Constructive Solid Geometry (CSG) technique. In CSG a solid
is represented as a set-theoretic Boolean expression of primitive solid objects.

Primitives

In the strict sense, CSG is a method of representation and a certain standard set
of primitive objects. A CSG object is built from the standard primitive, using regu-
larized Boolean operations and rigid motions. The CSG standard primitives are the
parallelepiped (box), the triangular prism, the sphere, the cylinder, the cone, and the
torus (bounden primitive solids).

The primitives are generic in the sense that they represent shapes that must be in-
stantiated by user to chosen dimensions. All standard primitives have a finite domain.
For example, the cylinder always has a finite radius and a finite length. With each
primitive object there is associated a local coordinate frame. These different local co-
ordinate frames must be related to one another, by placing them with respect to a
common world coordinate frame.

A solid design is usually created in several steps that begin with and existing design
and modify it, or create a new design from primitive objects. Primitive objects are
selected from a universe of possible shapes. A shape is instantiated by assigning values
to certain parameters.

• Each primitive is selected from a set of solid shapes and is instantiated by choosing
values for certain dimensioning parameters that control the final shape. For
instance, a CSG modeler may use boxes, cylinders, spheres, cones, and torus.
The parameters in this case include the side lengths of boxes, the diameter and
length of cylinders.
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• A primitive is created by sweeping a contour along a space curve. Both the shape
of the contour and the shape of the space curve are defined by parameters. For
instance, it can sweep a disk of radius r along a line segment of length l, thus
creating a solid cylinder. This approach lends itself to generating and verifying
cutting paths for numerically controlled machining.

• All primitives are algebraic halfspaces; that is, point sets defined as

{(x, y, z)|f(x, y, z) 0}

where f is an irreducible polynomial. The coefficients of the polynomial can be
considered the shape parameters.

Straight Homogeneous Generalized Cylinder

Another potentially useful addition is the inclusion of sweeping primitives, modeling
primitives of the sweeping model approach to solid modeling. Sweeping and object
along a trajectory through space defines a new object, called a sweep. The simplest
kind of sweep is defined by a 2-D area (cross section) swept along a linear path normal
to the plane of the area to create a volume. General sweeps of 2-D cross sections are
known as generalized cylinders in computer vision. For example, a cylinder is defined
by a Straight Homogeneous Generalized Cylinder (SHGC), which is specified by four
tuples (A,C, r, α). A is the axis, which is a curve in space defined in parametric form
by A(s) = (xa, ya, za) (s). At each point A(s) on the axis, the cross section is described
in a U −V plane, with A(s) at the origin, and defined by constant angle α. The U -axis
will be in the direction of the steepest descent of the U − V plane from the tangent to
the axis.

In SHGCs, the straight attribute implies that A(s) is a linear function. The axis is
a line segment, and all U − V planes are parallel. The u − v − s coordinate system
is used to define all the SHGC. On u − v cross section plane for each value of s, the
cross section is the set of point r(s)C(t) for values of t from 0 to 1. The cross section
function C(t) = (Uc(t), Vc(t)) describes the shape of cross section; the radius function
r(s) describes its size. So, the cross sections have the same shape of the SHGC.

Regularized Boolean Operations

After instantiation, primitive objects can be combined using regularized Boolean oper-
ations. The operations are the regularized union, denoted ∪∗; regularized intersection,
denoted ∩∗; and regularized difference, denoted −∗. They differ from corresponding
set theoretic operations in that the result is the closure of the operation on the interior
of the two solids, and they are used to eliminate dangling lower-dimensional structure.
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Figure A.1: Standard primitives for the Tunnel Profiling Task: box(5, 5, 50),
ellipse(2, 3.25, 50), and box(5, 0.5, 50), and their local coordinate frames respectively.

Before the two objects are intersected, united or differenced, they must be positioned
appropriately with respect to each other. This is done by translation, rotation and
scaling, as needed. To make this positioning meaningful, we must establish a relation-
ship between the local coordinate frames of the objects. A simple is to identify the
local frames with a single, universal coordinate frame.

Construction of a Generic Mining Tunnel

The abstraction of Tunnel Profiling Task requires representing the shape of physical ob-
jects, and such representations and basic operations on them can be provided by solid
modeling. Three standard primitives are needed to represent the generic tunnel, two
boxes and an ellipse. The boxes and ellipse are specified as box(5, 5, 50), box(5, 0.5, 50),
and ellipse(2, 3.25, 50), as shown the Figure A.1, these dimensions correspond to the
tunnel dimension.

The three primitives are associated to universal coordinate frame (x,y,z), instead of
their local frames (xi,yi,zi), for i = 1, 2, 3. Then, the box(5, 5, 50) is translated on the
x-axis by a range equal to 2.5, which is expressed as

x translate(box(5, 5, 50),−2.5)

whereas the box(5, 0.5, 50) is translated on the x-axis by a range equal to 2.5, and by
a range equal to -0.5 on y-axis, given by

y translate(x translate(box(5, 0.5, 50),−2.5),−0.5)

The result of these transformations are shown in Figure A.2.

A Boolean subtraction is done on the box(5, 5, 50) and ellipse(2, 3.25, 50), the Figure
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Figure A.2: Transformations developed to the box(5, 5, 50), and box(5, 0.5, 50).

A.3 depicts the result, which has the following expression

x translate(box(5, 5, 50),−2.5) −∗ ellipse(2, 3.25, 50)

y

z

x

y

z

x
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box(5,5,50)

x_translate(●,-2.5)

Figure A.3: Regularized Boolean difference −∗ between the box(5, 5, 50) and the
ellipse(2, 3.25, 50).

Finally, the tunnel representation is done by union operation between the latter result
and the box(5, 0.5, 50), resulting in the next expression and shown in the Figure A.4.

(x translate(box(5, 5, 50),−2.5) −∗ ellipse(2, 3.25, 50))

∪∗

(y translate(x translate(box(5, 0.5, 50),−2.5),−0.5))

Due to the real tunnel has no even walls is need to include this characteristic in its
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-*

ellipse(2.00,3.25,50)

box(5,5,50)

x_translate(●,-2.5) box(5,0.5,50)

y_translate(●,-0.5)

x_translate(●,-2.5)

Figure A.4: Geometric Description of the Tunnel Profiling Task through the CSG
model.

geometric description; therefore, the standard primitives are generated by RSHGC
models, introducing an error factor ε to the U − V cross function C(t) to produce the
variations on the solid superficies. This error is generated randomly, and added in the
function of the cross section 2-D area (cross section), which is swept along a linear path
normal to the plane of the area to create the standard primitive, given as:

A(s) = sin(2 π s)

C(t) = (Uc(t), Vc(t))

C(t) = (ε + cos(2 π t), ε + sin(2 π t))

The result is shown in the Figure A.5.

Figure A.5: Geometric Description of the tunnel with no even walls.



Appendix B

Kinematic Models

This appendix summarizes the derivation of kinematic models for the schemes: Ack-
ermann Steering (AS), aRticulated Steering (RS), and Explicit independent Steering
(ES), which are incorporated in Section 6.1.

Ackermann Steering Model

The AS kinematics is shown in Figure 6.3, this scheme is also known as kingpin steering
and mostly used in the automobile industry. In the scheme AS, the vehicle has a front
and a rear pair of wheels. The rear wheels are commonly driven and their orientation is
fixed, while the front wheels are steered, each wheels rotate different amounts to point
at the instantaneous center of curvature (ICC), during a turn the inner front wheel
must turn through a larger than outer one, thus, the inner wheel travels a shorter
distance that the outer wheel.

The model derivation is on the assumption that the both front and rear wheels collapse
into a single wheel located at the midpoint of each axle (bicycle model), where x and
y denote the position of the vehicle relative to some fixed coordinate system. The
subscripts r and f denote the rear and the front axle, respectively. The angle θ is the
orientation of the vehicle with respect to the x axis, whereas V represents the linear
velocity of the vehicle. The angle γ denotes the steering angle of the vehicle, and L is
the vehicle length, the distance between the front axle and rear one. Furthermore, it is
assumed that the vehicle develops a steady-state motion turning where γ is a constant,
i.e., γ̇ = 0.

� AS Model without Slip

The kinematic model of the vehicle derived from rigid body is given by

ẋr = V cos(θ) (B.1)

ẏr = V sin(θ) (B.2)
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and using the rigid body constraint that relates the front and rear axles as

xr + L cos(θ) = xf (B.3)

yr + L sin(θ) = yf (B.4)

The AS scheme is subject to the nonholonomic constraint on rolling without slipping,
that is

ẋr sin(θ) − ẏr cos(θ) = 0 (B.5)

ẋf sin(θ + γ) − ẏf cos(θ + γ) = 0 (B.6)

Differentiating B.3 and B.4 with respect to time

ẋr − Lθ̇ sin(θ) = ẋf (B.7)

ẏr + Lθ̇ cos(θ) = ẏf (B.8)

Substituting B.1 and B.2 in B.7 and B.8 respectively, to obtain

V cos(θ) − Lθ̇ sin(θ) = ẋf (B.9)

V sin(θ) + Lθ̇ cos(θ) = ẏf (B.10)

Substituting B.9 and B.10 in B.6, where Cθ+ γ = cos(θ + γ), Sθ+ γ = sin(θ + γ),
Cθ = cos(θ), and Sθ = sin(θ), that is

(V Cθ − Lθ̇Sθ)Sθ + γ = (V Sθ + Lθ̇Cθ)Cθ + γ (B.11)

Simplifying B.11

V CθSθ + γ − Lθ̇SθSθ + γ = V SθCθ + γ + Lθ̇CθCθ + γ

V (Sθ + γCθ − Cθ + γSθ) − Lθ̇(Cθ + γCθ + Sθ + γSθ) = 0

using the trigonometric identities

sin(a − b) = sin(a) cos(b) − cos(a) sin(b)

cos(a − b) = cos(a) cos(b) + sin(a) sin(b)

then

V sin(θ + γ − θ) − Lθ̇ cos(θ + γ − θ) = 0

to obtain

θ̇ =
V sin(γ)

L cos(γ)
(B.12)
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� AS Model with Slip

In practice, the constraint of zero velocity in the direction of the axles (nonholonomic
constraint) is a factor that must be considered to estimate the position of the vehicle.
Thus, a kinematic model that introduces the slip factor is formulated. The kinematic
model of the vehicle derived from rigid body is given by

ẋr = V cos(θ + α) (B.13)

ẏr = V sin(θ + α) (B.14)

and using the rigid body constraint that relates the front and rear axles as

xr + L cos(θ) = xf (B.15)

yr + L sin(θ) = yf (B.16)

The AS scheme is subject to the constraints, where θ1 = θ + γ, that is

ẋr sin(θ + α) − ẏr cos(θ + α) = 0 (B.17)

ẋf sin(θ1 + β) − ẏf cos(θ1 + β) = 0 (B.18)

Differentiating B.15 and B.16 with respect to time

ẋr − Lθ̇ sin(θ) = ẋf (B.19)

ẏr + Lθ̇ cos(θ) = ẏf (B.20)

Substituting B.13 and B.14 in B.19 and B.20 respectively, to obtain

V cos(θ + α) − Lθ̇ sin(θ) = ẋf (B.21)

V sin(θ + α) + Lθ̇ cos(θ) = ẏf (B.22)

Substituting B.21 and B.22 in B.18, where Cθ+ α = cos(θ + α), Sθ+ α = sin(θ + α),
Cθ1+ β = cos(θ1 + β), Sθ1+ β = sin(θ1 + β), Cθ = cos(θ), and Sθ = sin(θ), that is

(V Cθ+ α − Lθ̇Sθ)Sθ1 + β = (V Sθ+ α + Lθ̇Cθ)Cθ1 + β (B.23)

Simplifying B.23 to obtain

θ̇ =
V sin(β − α + γ)

L cos(γ + β)
(B.24)
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Articulated Steering Model

Figure 6.4 shows the typical geometry of the RS scheme, the vehicles that use this
kind of steering are mostly used into applications with confined environment, such as
the Load-Haul-Dump (LHD) trucks in mining applications. An articulated vehicle is
composed of two bodies connected by a kingpin hitch, a front and a rear body which
can rotate relative to each other. Each body has a single axle with two wheels which
are fixed (non-steerable). The steering behavior is achieved by driving the articulation
joint (actuator) located midway between the front and rear axles.

The model derivation is on the assumption that the both front and rear wheels collapse
into a single wheel located at the midpoint of each axle (bicycle model), where x and
y denote the position of the vehicle relative to some fixed coordinate system. The
subscripts r and f denote the rear and the front axle, respectively.The angles θ and θ1

denote the orientation of the vehicle bodies with respect to the x axis of the coordinate
system; V represents the linear velocity. The angle γ denotes the steering or articulation
angle of the vehicle and presents the relation γ = θ1 − θ. l1 denotes the length of the
front body of the vehicle and l2 denotes the length of the rear body, thus the distance
between the front axle and rear axle is L = l1 + l2. Furthermore, it is assumed that
the vehicle develops a steady-state motion turning where γ is a constant, i.e., γ̇ = 0.

� RS Model without Slip

The kinematic model of the vehicle derived from rigid body is given by

ẋr = V cos(θ) (B.25)

ẏr = V sin(θ) (B.26)

and using the rigid body constraint that relates the front and rear axles as

xr + l2 cos(θ) + l1 cos(θ1) = xf (B.27)

yr + l2 sin(θ) + l1 sin(θ1) = yf (B.28)

The RS vehicle is subject to the nonholonomic constraints, assumption of rolling with-
out slipping, that is

ẋr sin(θ) − ẏr cos(θ) = 0 (B.29)

ẋf sin(θ1) − ẏf cos(θ1) = 0 (B.30)

Differentiating B.27 and B.28 with respect to time

ẋr − l2θ̇ sin(θ) − l1θ̇1 sin(θ1) = ẋf (B.31)

ẏr + l2θ̇ cos(θ) + l1θ̇1 cos(θ1) = ẏf (B.32)
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Substituting B.25 and B.26 in B.31, and B.32 respectively, to obtain

V cos(θ) − l2θ̇ sin(θ) − l1θ̇1 sin(θ1) = ẋf (B.33)

V sin(θ) + l2θ̇ cos(θ) + l1θ̇1 cos(θ1) = ẏf (B.34)

Substituting B.33 and B.34 in B.30, and then simplifying to obtain

θ̇ =
V sin(γ) − l1γ̇

l1 + l2 cos(γ)
(B.35)

� RS Model with Slip

The kinematic model of the vehicle derived from rigid body is given by

ẋr = V cos(θ + α) (B.36)

ẏr = V sin(θ + α) (B.37)

and using the rigid body constraint that relates the front and rear axles as

xr + l2 cos(θ) + l1 cos(θ1) = xf (B.38)

yr + l2 sin(θ) + l1 sin(θ1) = yf (B.39)

The RS scheme is subject to the constraints, that is

ẋr sin(θ + α) − ẏr cos(θ + α) = 0 (B.40)

ẋf sin(θ1 + β) − ẏf cos(θ1 + β) = 0 (B.41)

Differentiating B.38 and B.39 with respect to time

ẋr − l2θ̇ sin(θ) − l1θ̇1 sin(θ1) = ẋf (B.42)

ẏr + l2θ̇ cos(θ) + l1θ̇1 cos(θ1) = ẏf (B.43)

Substituting B.36 and B.37 in B.42 and B.43 respectively, to obtain

V cos(θ + α) − l2θ̇ sin(θ) − l1θ̇1 sin(θ1) = ẋf (B.44)

V sin(θ + α) + l2θ̇ cos(θ) + l1θ̇1 cos(θ1) = ẏf (B.45)

Substituting B.44 and B.45 in B.41, and then simplifying to obtain

θ̇ =
V sin(β − α + γ) − l1γ̇ cos(β)

l1 cos(β) + l2 cos(γ + β)
(B.46)
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Explicit Steering Model

Figure 6.5 shows the typical geometry of the ES kinematics, the vehicle structure is
designed so that all four wheels can be driven and steered individually. This kind of
vehicle is referred to as a Four-Wheel-Steering vehicle which is used in several research
laboratories and for different application with cluster space such as airport terminals.
Under the assumption of steady-state turning the ES model becomes a bi-steerable ve-
hicle (double Ackermann Steering) that has a linear relation between its front steering
angle and rear steering angle: front steering angle γ is equal to rear steering angle γ in
opposite direction. This model can be approximated using a bicycle model.

The model derivation is on the assumption that the both front and rear wheels collapse
into a single wheel located at the midpoint of each axle (bicycle model), where x and
y denote the position of the vehicle relative to some fixed coordinate system. The
subscripts r and f denote the rear and the front axle, respectively. The angle θ denotes
the orientation of the vehicle with respect to the x axis of the coordinate system; V
represents the linear velocity. The angle γ denotes the steering angle of the vehicle.
L denotes the length of the vehicle, the distance between the front axle and rear axle.
Furthermore, it is assumed that the vehicle develops a steady-state motion turning
where γ is a constant, i.e., γ̇ = 0.

� ES Model without Slip

The kinematic model of the vehicle derived from rigid body is given by

ẋr = V cos(θ − γ) (B.47)

ẏr = V sin(θ − γ) (B.48)

and using the rigid body constraint that relates the front and rear axles as

xr + L cos(θ) = xf (B.49)

yr + L sin(θ) = yf (B.50)

The RS vehicle is subject to the nonholonomic constraints, assumption of rolling with-
out slipping, that is

ẋr sin(θ − γ) − ẏr cos(θ − γ) = 0 (B.51)

ẋf sin(θ + γ) − ẏf cos(θ + γ) = 0 (B.52)

Differentiating B.49 and B.50 with respect to time

ẋr − Lθ̇ sin(θ) = ẋf (B.53)

ẏr + Lθ̇ cos(θ) = ẏf (B.54)
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Substituting B.47 and B.48 in B.53, and B.54 respectively, to obtain

V cos(θ − γ) − Lθ̇ sin(θ) = ẋf (B.55)

V sin(θ − γ) + Lθ̇ cos(θ) = ẏf (B.56)

Substituting B.55 and B.56 in B.52, and then simplifying to obtain

θ̇ =
V sin(2 γ)

L cos(γ)
(B.57)

� ES Model with Slip

The kinematic model of the vehicle derived from rigid body is given by

ẋr = V cos(θ − γ + α) (B.58)

ẏr = V sin(θ − γ + α) (B.59)

and using the rigid body constraint that relates the front and rear axles as

xr + L cos(θ) = xf (B.60)

yr + L sin(θ) = yf (B.61)

The RS scheme is subject to the constraints, that is

ẋr sin(θ − γ + α) − ẏr cos(θ − γ + α) = 0 (B.62)

ẋf sin(θ + γ + β) − ẏf cos(θ + γ + β) = 0 (B.63)

Differentiating B.60 and B.61 with respect to time

ẋr − Lθ̇ sin(θ) = ẋf (B.64)

ẏr + Lθ̇ cos(θ) = ẏf (B.65)

Substituting B.58 and B.59 in B.64 and B.65 respectively, to obtain

V cos(θ − γ + α) − Lθ̇ sin(θ) = ẋf (B.66)

V sin(θ − γ + α) + Lθ̇ cos(θ) = ẏf (B.67)

Substituting B.66 and B.67 in B.63, and then simplifying to obtain

θ̇ =
V sin(β − α + 2 γ)

L cos(γ + β)
(B.68)



Appendix C

Extended Kalman Filter

This appendix summarizes the derivation of a discrete Extended Kalman Filter (EKF)to
provide an estimate of the vehicle positioning, which is considered in Section 7.2. This
EKF quantifies the performance of Ackermann Steering (AS) locomotion configuration
under certain sensor uncertainties, where information from various sensors is fused via
EKF equations. The EKF consists of two basic steps: prediction and update, as is
shown in Figure C.1. Prediction is performed when absolute sensor information is
unavailable to predict the next discrete time-step. An update occurs when absolute
sensor information is available to estimate and to improve both the position and the
orientation, minimizing statistically the uncertainty of the vehicle positioning. Fol-
lowing the notation used in [Gelb 74] and the description in [Durrant-Whyte 96], the
prediction and update step are defined from the vehicle model.

Discrete Vehicle Model

The selected AS locomotion uses a steering sensor and a velocity sensor to provide
positioning and orientation by means of continuous vehicle model that is expressed as

ẋ(t) = V (t) cos(θ(t))

ẏ(t) = V (t) sin(θ(t))

θ̇(t) =
V (t) tan(γ(t))

L
(C.1)

This model is converted into discrete model, assuming that the both control inputs
V and γ are approximately constant over a sample interval ∆T . All the derivates
are approximated by first-order forward differences, replacing the continuous time t

with discrete time index k (t = ∆T k
△

= k). Then the motion model is given by state
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variables [x, y, θ] at the instant k

x(k + 1) = x(k) + ∆T [V (k) cos(θ(k))]

y(k + 1) = y(k) + ∆T [V (k) sin(θ(k))]

θ(k + 1) = θ(k) + ∆T

[

V (k) tan(γ(k))

L

]

(C.2)

The velocity V (k) is equal to rotational wheel speed measured ω(k) multiplied by the
wheel radius r(k) of the rear wheel, according the bicycle model and the approach
presented in (Durrant-Whyte, 1996). Hence, the discrete model is rewritten as

x(k + 1) = x(k) + ∆T [r(k)w(k) cos(θ(k))]

y(k + 1) = y(k) + ∆T [r(k)w(k) sin(θ(k))]

θ(k + 1) = θ(k) + ∆T

[

r(k)w(k) tan(γ(k))

L

]

r(k + 1) = r(k) (C.3)

The discrete state vector at a time k + 1 is defined as

x(k + 1) = f (x(k),u(k))

where x(k) denotes the state vector and u(k) is the control vector at a time k.

x(k) = [x(k), y(k), θ(k), r(k)]T

u(k) = [ω(k), γ(k)]T

Prediction Step

The prediction of state is obtained using the previous state and current control state.
This estimate state of the state x(k) is computed as

x̂+(k) =
[

x̂+(k), ŷ+(k), θ̂+(k), r̂+(k)
]T

let

ū(k) = [ω̄(k), γ̄(k)]T

be the mean measured from velocity sensor and steering sensor of the control vector
u(k), generating a prediction at time-step (k + 1) which is defined as

x̂−(k + 1) = f
(

x̂+(k), ū(k)
)

x̂−(k + 1) =
[

x̂−(k + 1), ŷ−(k + 1), θ̂−(k + 1), r̂−(k + 1)
]T
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Error Model: Errors are included in the discrete model by two primary sources
(steering noise and velocity noise).

• The steering error is modeled as a combination of additive disturbance error
δγa(k) and multiplicative error δγm(k):

γ(k) = γ̄(k) [1 + δγa(k)] + δγm(k)

where γ̄(k) is mean measured from the steering sensor and γ(k) denotes the true
mean steering angle.

• The velocity error is modeled as a combination of additive disturbance error
δωa(k) and multiplicative error δωm(k):

ω(k) = ω̄(k) [1 + δωa(k)] + δωm(k)

where ω̄(k) is mean measured from the velocity sensor and ω(k) denotes the true
mean velocity.

• Further, the wheel radius error is integrated as an additive disturbance which is
modeled as random walk noise:

r(k) = r̂+(k) + ∆T δr(k)

These source errors are modeled as constant, zero mean, uncorrelated white sequence,
with standard deviation σγa, σγm, σωa, σωm, and σr respectively.

Hence, there is an error between the nominal (error-free or ideal) state and estimated
state, an error between the nominal state and the prediction state, and a difference
between the nominal and the measured control input given respectively by

δx+(k) = x(k) − x̂+(k)

δx−(k + 1) = x(k + 1) − x̂−(k + 1)

δu(k) = u(k) − ū(k)

Then, the error propagation model is defined as

δx−(k + 1) = x(k + 1) − x̂−(k + 1)

= f (x(k),u(k)) − f
(

x̂+(k), ū(k)
)

= f
(

x̂+(k) + δx+(k), ū(k) + δu(k)
)

− f
(

x̂+(k), ū(k)
)
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The error transfer model can be written in state vector notation denoted as

δx−(k + 1) = F(k)δx+(k) + G(k)δw(k)

where

δw(k) = [δΩ(k), δΓ(k), δr(k)]T

δΩ(k) = r̂+(k)ω̄(k)δωa(k) + r̂+(k)δωm(k)

δΓ(k) = r̂+(k)ω̄(k)γ̄(k)δγa(k) + r̂+(k)ω̄(k)δγm(k)

F(k) defines the state error transfer matrix that represents the gradient or Jacobian of
f(·) with respect to the states

F(k) =













1 0 −∆T r̂+(k)ω̄(k) sin θ̂+(k) ∆T ω̄(k) cos θ̂+(k)

0 1 ∆T r̂+(k)ω̄(k) cos θ̂+(k) ∆T ω̄(k) sin θ̂+(k)

0 0 1
∆T ω̄(k) tan γ̄(k)

L
0 0 0 1













Likewise the source error transfer matrix G(k) is the Jacobian of f(·) with respect to
the noise sources

G(k) =













cos θ̂+(k) − sin θ̂+(k) 0

sin θ̂+(k) cos θ̂+(k) 0
tan γ̄(k)

L

sec2 γ̄(k)

L
0

0 0 1













on the definition

P−(k + 1) = E
[

δx−(k + 1)δx−(k + 1)T
]

P+(k) = E
[

δx+(k)δx+(k)T
]

Σ(k) = E
[

δw(k)δw(k)T
]

where Σ(k) is the noise strength matrix, on the assumption that the source errors are
uncorrelated and

E
[

δx+(k)δw(k)T
]

= 0
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thus Σ(k) is given by

Σ(k) =





[r̂+(k)]2([ω̄(k)]2σ2
ωa + σ2

ωm) 0 0

0 [r̂+(k)ω̄(k)]2([γ̄(k)]2σ2
γa + σ2

γm) 0
0 0 σ2

r





Then, the prediction covariance is expressed by

P−(k + 1) = F(k)P+(k)F(k)T + G(k)Σ(k)GT (k)

To update the vehicle positioning, the next step in the filter is to combine information
from the sensors to estimate the vehicle positioning.

Update Step

Referring to Figure 6.8, each observation from the absolute sensor is converted into the
range and the bearing observation referenced to the vehicle coordinate system. This
observation is converted into base-coordinates, and then it is matched to the known
landmark locations in the path. The matched landmark is transformed back into vehi-
cle coordinate system, which is used to correct the vehicle positioning, using the EKF
equations.

Hence the observation zv(k), on assumption that the measurements are made by the
sensors at a time-step k, in cartesian coordinates referred to vehicle frame are given by

zv(k) =

[

zvx(k)
zvy(k)

]

=

[

rsensor(k) cos φ(k) − d
rsensor(k) sin φ(k)

]

The observation variance Σz(k) is approximated in terms of the observations zv(k),
assuming that the errors in the absolute sensor are modeled as a gaussian uncorrelated
with sequence with constant standard deviation σrsensor

and σφ respectively, to obtain
the variance Σv(k) as

Σv(k) =

[

σ2
rsensor

0
0 r2

sensorσ
2
φ

]

whereas the observation variance Σz(k) in vehicle coordinates is obtained as

Σz(k) =

[

cos φ(k) − sin φ(k)
sin φ(k) cos φ(k)

] [

σ2
rsensor

0
0 r2

sensorσ
2
φ

] [

cos φ(k) sin φ(k)
− sin φ(k) cos φ(k)

]

This observation is associated with the base coordinates of the landmark location
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b = [xb(k), yb(k)]T that has been made. The vehicle positioning is updated by trans-
forming the matched landmark from base coordinates back through the predicted ve-
hicle positioning x−(k) according to

ẑv(k) =

[

ẑvx(k)
ẑvy(k)

]

=

[

cos θ̂−(k) sin θ̂−(k)

− sin θ̂−(k) cos θ̂−(k)

] [

xb(k) − x̂−(k)
yb(k) − ŷ−(k)

]

Then the innovation or observation prediction error covariance S(k) is calculated by

S(k) = H(k)P−(k)HT (k) + Σz(k)

where H(k) denotes the Jacobian of the matrix with respect to the ẑv(k)

H(k) =











− cos θ̂−(k) − sin θ̂−(k) −[xb(k) − x̂−(k)] sin θ̂−(k) 0

+ [yb(k) − ŷ−(k)] cos θ̂−(k)

sin θ̂−(k) − cos θ̂−(k) −[xb(k) − x̂−(k)] cos θ̂−(k) 0

− [yb(k) − ŷ−(k)] sin θ̂−(k)











and the Kalman gain is calculated by

W(k) = P−(k)HT (k)S−1(k)

The vehicle positioning can be computed from

x̂+(k) = x̂−(k) + W(k)[zv(k) − ẑv(k)]

and the covariance can be updated from

P+(k) = P−(k) − W(k)S(k)WT (k)

Prediction

Innovation covariance

EKF gain

Update state

Update the error covariance

( ) ( ) ( ) ( ) ( )T
zk k k k k−= +S H P H �

1( ) ( ) ( ) ( )Tk k k k− −=W P H S

ˆ ˆ ˆ( ) ( ) ( )[ ( ) ( )]v vx k x k k k k+ −= + −W z z

( ) ( ) ( ) ( ) ( )Tk k k k k+ −= −P P W S W

Prediction state

Propagation of covariance

ˆ ˆ( 1) ( ( ), ( ))k k k− ++ =x f x u

( 1) ( ) ( ) ( ) ( ) ( ) ( )T Tk k k k k k k− ++ = +P F P F G Σ G

Initial estimates at time-step (k)  
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ˆ ( )k+x
( )ku
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Figure C.1: Extended Kalman Filter operation: prediction and update steps.


