INSTITUTO TECNOLOGICO YDEESTUDIOS
SUPERIORES DE MONTERREY
CAMPUS MCONTERREY

ARCHITECTURE AND ENGINEERING
GRADUATE PROGRAM

>\
TSRS

Deasign end implementation of a Meathodology to
integrate the Visicn and Robot Technslogiea

THESIS

SYSTEMS

RY:

DAVID Al EJANDRC HERNANDEZ CAMPCS

MONTERREY, N. L. DECEMBER 2011



INSTITUTO TECNOLOGICOY DE ESTUDIOS

SUPERIORES DE MONTERREY
CAMPUS MONTERREY

ARCHITECTURE AND ENGINEERING
GRADUATE PROGRAM

Design and implementation of a Methodology to
mtegrate the Vision and Robot Technologies

THESIS

MASTER OF SCIENCE IN MANUFACTURING
SYSTEMS

BY:
DAVID ALEJANDRO HERNANDEZ CAMPOS

MONTERREY, N. L. DECEMBER 2011



INSTITUTO TECNOLOGICO Y DE ESTUDIOS SUPERIORES DE MONTERREY

CAMPUS MONTERREY

ARCHITECTURE AND ENGINEERING GRADUATE PROGRAM

TECNOLOGICO
DE MONTERREY.

Design and implementation of a Methodology to integrate the Vision and Robot
Technologies

THESIS

MASTER OF SCIENCE IN MANUFACTURING SYSTEMS

by

David Alejandro Herniandez Campos

MONTERREY, N.L. DECEMBER 2011



Design and implementation of a Methodology to integrate the
Vision and Robot Technologies

A dissertation presented by
David Alejandro Hernandez Campos

Submmitted in partial fulfillment of
the requirements to obtain the degree of

Master in Sciences
in Manufacturing Systems

¥ TECNOLOGICO
DE MONTERREY.

Thesis committee:

M.Sc. Ricardo Jiménez Gonzilez
Ph.D. Federico Guedea Elizalde
Ph.D. Eduardo Gonzdlez Mendivil

Instituto Tecnolégico y de Estudios Superiores de Monterrey
Campus Monterrey

December 2011



©David Alejandro Herndandez Campos, 2011.



INSTITUTO TECNOLOGICO Y DE ESTUDIOS SUPERIORES DE
MONTERREY

ARCHITECTURE AND ENGINEERING GRADUATE PROGRAM

The committee members hereby recommend the dissertation by David Alejandro Herndndez
Campos to be accepted as a partial fulfillment of the requirements to be admitted to the Degree
of Master in Sciences in Manufacturing Systems.

Committee members:
3, _ ¢
/m;%*
M.Se. Ricardo Jl@nzalez
Advisor

s Lot €

Ph.I{.Fedenco Guedea Elizalde
Member

o Chonzalez Mendivil

Director of Master in Manufacturing Sy#t
School of Engineering and Information Technolgies

December 2011



Dedicatory

This study is dedicated:

To God who is always there for me, giving me every day a reason to be thankful for my life.....

To my parents Eva and Abel whose love has always been the engine of my life.....

To my sister Mirna whose kindness and joyness is always a reason to smile....

To my brother Juan who is my guardian angel....



Acknowledgments

I would like to thank:

To M.Sc. Ricardo Jiménez for his support, availability, time and help in the development of this
thesis work.

To the members of the committee Ph.D. Federico Guedea and Ph.D. Eduardo Gonzalez for their
advices, recommendations and time dedicated on my thesis review.

To Ph.D. Antonio Sinchez from the UPV (Valencia, Spain) who accepted me in the internship
where I developed the study case of my thesis, I really appreciate his help, gentleness, availability

and patience.

To my friends Orlando, Xavier, Hector, Sergio, Hiram, Elias, Francisco, Angelica, Valeria, Itzel
and Varinia, for their unconditional friendship, affection and support.

To Cony and Luis who became mi family in Monterrey and joined me through this stage of my life.



Design and implementation of a Methodology to integrate
the Vision and Robot Technologies

The actual manufacturing systems have certain requirements and demands in order to be consi-
dered as profitable and efficient, some of these demands are the reconfigurability, flexibility, efficiency
and accuracy. The integration of vision and robot technologies provides to the system features that
fulfill the requirements mentioned, through the use of vision systems, reconfigurability, flexibility
and efficiency are added to the application, in the other hand the use of a robot brings accuracy,
repeatability and flexibility.

The integration of vision and robot technologies has various applications as assembly, path track-
ing, quality inspection, dimensional measuring, material handling, etc., although there are several
researches and applications implemented, these studies are very specific and focused on certain de-
vices, applications or products, so it is identified the need of a global and generic methodology that
provides the general guidelines to implement a integration of these technologies. This thesis work
presents a modular methodology to integrate vision and robot technologies and includes the most
important factors considered when integrating these technologies, the methodology is compound by
5 modules: 1)Integration Objective, 2)Working Conditions, 3)Physic Integration, 4)Logic Integra-
tion and 5)Evaluation, these modules are divided in specific sub-steps in order to provide hints,
recommendations and suggestions for the implementation.

The mentioried methodology was validated through the implementation of an automatic packa-
ging process, the devices integrated were a FANUC™robot, a Kinect™camera and a SONYT™MPC,
the packaging process consists on the identification and three-dimensional location of the products
(by the camera), the transference of this data to the robot (through the computer), and the execution
of the motions needed to reach, grasp and dispose the products in their belonging spot(by the robot).

The integration of the study case was successfully implemented and evaluated, with those results
the methodology proposed is considered as satisfactory accomplishing the main objective of the re-
search.
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Chapter 1

Introduction

1.1 Introduction

Nowadays in the manufacturing industry different kinds of fabrication processes are utilized, pro-
cess selection depends on the type, characteristics and properties of the product that is going to
be manufactured. In the next figure it is shown an analysis developed by Kruger (2009) where a
representative indication of manufacturing process frequency is presented.

number of response
0 10 20 30 40 50 60

assembling | | | .

unloading parts B O
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machine loading / unloading | 1 [ ]
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polishing / grinding NN "1 )
painting 1)
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other T

Figure 1.1: Manufacturing process frequency



2 Chapter 1. Introduction

As it is shown every manufacturing process can be done manually, automatically by specialized
machines or by robots. When robots are used, and depending on their degrees of freedom they are
able to realize very sophisticated and complex movements required in a accurate, flexible, reliable,
and fast way. That is the reason that the use of these devices has been increasing due the pass of
the years, and will continue growing as is shown in the projection analysis for the 2015 presented
by Lépez (2008), where the percentage of activities carried out by robots and automatic working
systems is estimated.

Ml

Figure 1.2: Projections about the percentage of activities carried out by robots and automatic working systems in
2015 (from Lopez, 2008).

The use of robotic devices is one of the principal activities that allow and facilitate the establish-
ment of Flexible Manufacturing Systems (FMS), The analysis of the system‘s flexibility has been a
research direction for many authors, specifically for Upton(1994) who in his work presented in 1994
defines the flexibility as the capability of a system to change and react with the minimum affectation
in time, effort, cost and performance.

The flexibility in a manufacturing system is also defined as: “The attribute that allows the system
to produce a high variety of product models, with a certain variation level and without interruptions
or high investments” (Chacé6n, 2003).

In order to use robots in the manufacturing process it is not enough to count only with a robotic
arm, the use of different tools that allow the physic interaction between the robot and the pieces
of the final product is inherent, these tools are best known as fastening and referencing devices,
examples of these devices are: Grippers, screwdrivers, welding electrodes, proximity sensors, vision
systems, lasers, etc.

The improvement of the characteristics and features of vision systems (also called machine vi-
sion) has converted this device as one of the most important components in automation, according
to Conolly (2009). Machine vision is beneficial in the inspection of components and assemblies, with
the advantage of 100 percent inspection rather than spot checks. It also allows pass/fail data to
be logged and integrated with other factory statistics, and the machine vision system can be inter
faced with factory automation, for example outputting signals to trigger reject mechanisms. On the
software side, pattern-matching algorithms are extending into the third dimension, thanks to the
availability of multi-core personal computers. This facilitates much more sensitive robot guidance,
opening up a wealth of assembly applications from the car-engine building to cake-icing. Machine-
vision component gauging in 3D can remove the need for tactile probes.

Development and implementation of a Integration Methodologv for Robotic and Vision



Chapter 1. Introduction 3

Brosnan & Sun (2003), Conolly (2008) and Hardin (2009) identify one of the main advantages of
the use of machine vision, the capability to implement a reliable and powerful image analyzer with
cost effectiveness, the costs of vision systems have decreased in an important quantity, Fabel (1997)
compared the cost of a vision system in the 80’s decade and one in the end of the 90’s decade and
identified a cost reduction of more than the 60%, this trend has been continuing through the years,
converting the machine vision in one of the principal components of manufacturing systems.

Several researches have been focused in applications of robotic and vision technologies. Conolly
(2008) presents the “Artificial intelligence and robotic hand-eye coordination” article, some of the
examples presented are:

o A group of eight FlexPickers from ABB, pick and inspect 50,000 croissants per hour at a
Spanish bakery. The robots respond very quickly to the random placings of the croissants,
directed by the software based on Cognexs geometric pattern matching algorithm PatMax.

e A sheet metal application in the Skoda Auto manufacturing process. An ABB robot cuts
sheets up to 1200 mm x 9500 mm with 0.1 mm precision. The robot is guided by Sony
ST50CE cameras connected to two Matrox Meteor-II/multichannel frame grabbers. Matroxs
GMF module locates the position of the sheet metal and measures it, enabling the robot to
follow the required path.

Connolly (2009) presents the “Machine vision advances and applications” article, where some of
the most important applications are mentioned, for example:

o ABB Robotics robot guidance system is used in automated engine assembly. Toyota, Ford,
Honda GM and Chrysler use TrueView which acquires an image of the robots work area and
applies geometric path recognition to find features within the target.

e Aerospace manufacturers use vision for part identification and inspection, and for drilling and
riveting.

o At the Mikron factory a multi-camera inspection systems checks that the speakers, diodes,
window pads and spring assembly are all presented and correctly located.

e Prettl Appliance Systems Deutschland GmbH is using In Sight cameras to inspect control
panels for washing machines. A six-axis robot holds the panel and moves it relative to the
camera, which checks the controls, LED indicators, lettering, and quality paintwork.

1.2 Problem statement

In reference with the information presented in the last section it can be noticed the importance
and versatility of the Vision Robot Technologies (from now on VRT) Integration, even tough a lot
of applications examples, mathematical models and integration improvements are published, it is
identified the need to establish a integration methodology of these technologies.

In this research it will be presented an analysis to determine a methodology which will provide
objective and generic rules to follow in order to establish a Vision Robot Technologies Integration
based in methods and techniques that will propitiate the improvement in the manufacturing op-
erations performance, the application of this methodology enables the VRT integration to realize
different manufacturing operations with a better performance talking about cycle time and external
devices needed, therefore it is necessary to identify in this methodology all the factors that must
be involved in the technologies integration in order to determine the best order of the steps and
recommendations.

There are some methodologies referred to VRT integration, but normally are focused in certain
application, or delimited for some components of the integration (software, hardware, illumination,
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network control, etc), this research is intended to develop a generic and general methodology, where
generic means the possibility to apply and implement the methodology with no predetermined de-
vices (specific robots or vision systems), and the general attribute is referred to consider as possible
the bigger quantity of parameters to include, select and evaluate through the methodology applica-
tion.

1.3 Objectives

1.3.1 General Objective

Develop and validate a generic methodology in order to establish the Integration of VRT considering
the most important factors in the design and implementation of this integration.

1.3.2 Specific Objectives

1. Identify the most important factors involved in the integration between the Robot and the
Vision Technologies.

2. Establish the design or implementation methodology for each factor involved in the general
methodology.

3. Identify possible links between important issues identified in the last objectives.
4. Develop de methodology in base with a real case (experiment) and bibliographic research.

5. Lead and emphasize in another case of study in order to validate the methodology proposed.
Through the validation process, it is necessary to:

e Establish the integration objective and evaluate the viability of the integration according with
the devices and facilities available.

e Develop the Integration of Vision-robot technologies through the proposed methodology.

o Evaluate the results and propose methodology improvements

1.4 Scope of the research

The methodology presented in this research is compound and complemented by other specific
methodologies, the establishment of a general methodology will be developed through this study,
even tough the methodology presented is generic for any application of a VRT integration, the vali-
dation process will be oriented to a certain application which is a Package Operation.

The Package Operation consists on the identification of previously defined pieces, the acquisition
of their 3D position, the computation of their orientation in one cartesian plane, the objects grasp-
ing, and the placement of the objects in their respective spot of the package fixture.

This research is based in two experiments, the first one (1) refers to a integration of VRT in a
Flexible Manufacturing cell (Monterrey, Mexico) where the integration will be realized without a
specific methodology, this study case will help to develop the methodology simultaneously with the
integration development. The second set up(2), will be implemented with the previously generated
methodology, the validation experiment consists on VRT integration to perform a package operation
of known components, the detailed description of the experimental set-up is presented in section 5.1.

Development and implementation of a Integration Methodologv for Robotic and Vision



Chapter 1. Introduction 5

The experiment 1 is compound by a robotic arm and a vision system, both parts are components
of a Flexible Manufacturing Cell developed and installed in the Instituto Tecnologico y de Estu-
dios Superiores de Monterrey, Monterrey Campus, the objective of this integration is the assembly
operation of the “demo” processed in the Manufacturing Cell, for more information see Section 3.1.3.

The experiment 2 is compound by a robotic arm, a Personal Computer, a Server and a non-
industrial vision system, this integration is intended to perform a package operation of certain
pieces which position and orientation are unknown, for more details see Chapter 5.

1.5 Justification

As it is shown in the projection of Lopez (2008) (Figure 1.2) the use of the robots has been and
will be increasing due the past of the years, the application of the robots is present in almost every
industrial sector, but this technology could not be able to perform as good as actually does without
the improvements on its assistance devices, networking and control software, all these capabilities
advances have been leaded by the manufacturing needs.

Bruccoleri (2004) and Jozwiak (2010) present this manufacturing trend by the application of
reconfigurable manufacturing systems (RMSs), the RMSs improves the FMSs characteristics by
not only providing flexibility to the system but adding cost efficiency, reliability and easy soft-
ware/hardware change ability. All these features are needed in response of the market requirements
changes, introduction of new models, increase in jobs arrival rates, and reworks are only few of the
gituations that currently happen in industry.

The integration of VRT presents advantages that allow it to be part of the RMSs, one of the ma-
jor advantage is the one referred to fixtureless manufacturing, according to Wang (2010) the fixture
can be defined as a “mechanism used in manufacturing to hold a workpiece, position it correctly
with respect to a machine tool, and support it during the process”. Bone (2003) and Wang(2010)
emphasize the cost impact of the fixtures usage, according to Bone (2003) the redesign, manufacture,
and installation of the fixtures cost can be very important (eg. in the $ 100 millions order per year
for the automotive industry) and according to Wang (2010) the costs associated with fixture design
and manufacture generally can account for 10% to 20% of the total cost of a manufacturing system.

The fixture is widely used in manufacturing, e.g. machining (including turning, milling, grind-
ing, drilling, etc), welding, assembly, inspection and testing, also it is good to notice that in the use
of the fixtures beside the use of the fixing devices it is required the utilization of different kind of
sensors which provides to the robot information about the presence or absence of the components,
this function (of the sensor) can be sophisticated and replaced by the use of a vision system which
can be able to recognize the presence, orientation and position of the environment communicating
this information to the robot in order to execute the actions belonging to the process without the
need of fixtures and sensors.

It can be concluded that the use of VRT brings reconfigurable information for robots (by the
use of new machine vision algorithms), this advantage allows the system to process images for dif-
ferent products (surfaces, sizes, materials, etc.), furthermore by the use of algorithms for object
identification and recognition, the VRT integration brings the capability of fixtureless process im-
plementation.

It can be inferred the need to establish techniques and methods to add better characteristics to
the manufacturing systems, the use of a vision system could avoid of the problems presented before
(as the excessive use of fixtures and sensors, time lost in the model change, etc.), so the need to
develop the integration of VRT, and most important the need to establish a generic methodology to
realize this Integration is presented and will be considered as the main contribution of this research.
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1.6 Background

Several researches have analyzed the integration of VRT, however most of them are focused in just
some specific sections of the integration, Sitte (2007) argues that “there are no methods that support
or require a complete description of the product system” (talking about robot vision systems) and
identifies the next issues:

o Methods proposed consider just specific design domains of mechanics, electronics or computer
software, and can not be transferred to other domains.

o There is no system description, and comparison between methods it is hard to realize.

e Methods specify a process, but the steps are not clearly and/or generic enough.

All these needs identified by Sitte(2007) are present in most of the bibliography papers of this
research, for example Pauli (2001) applies visual servoing mechanism not only for handling objects,
but also for camera calibration, object inspection and assembly, however, there is no consideration
for other aspects as lighting, quality inspection, or communication software. Bone {2003) presents
a vision guided fixtureless assembly method where grippers design, part locating, 3D pose mea-
surement and system architecture are considered but other aspects as calibration or communication
interface are omitted. Watanabe (2005) presents a paper where robot motion is autonomously gen-
erated to identify the camera view line, with this algorithm the measurement of Target Position and
measurement of workpiece pose can be obtained efficiently but application objective, mechanic con-
siderations in camera placing or and Vision/Robot communication interface are not considered. Pea
Cabrera (2005) presents a methodology for online recognition and classification of pieces in assembly
tasks, in this methodology it is considered the control architecture description, the communication
software, commands between vision system and robot and a object recognition methodology, some
other aspects like camera calibration or identification of target points are omitted. Misel Brezak
(2008) focus on real time tracking of multiple robots by the use of designed robot marks, camera
calibration, vision algorithm and robots pose measurement are other aspects contained in the re-
search, nevertheless lighting technique, architecture control or physical target characteristics were
not included. Some other researches like Jiang (2001), Shin (2002) and Gottfried (2008) presents
some machine vision applications as object or surface quality inspection, they present vision algo-
rithms and some mechanical mounting considerations, but omit lighting type selection, interface
communication development or system architecture.

The “Methodic design of robot vision systems” presented by Sitte(2007) helps to describe the
hole complex vision system, find out the gaps or failures of the system design and create new so-
lutions, this method is based on simple ideas organization. The method specifies the presence of
demands, components and functions in Robot-Vision systems also finds a relation between those
parameters and evaluates the influence level between them. The author proposes some possible or
typical demands, functions and components for a generic vision system, then in base with a real
robot vision system description develops the matrix analysis and as result obtains the characteristics
needed to satisfy the application requirements, even though Sitte (2007) involves more parameters
in the Robot-Vision system design, there are some guidelines missing in this methodology, as the
application objective consideration, lighting technique and type, interface design, and others.

Section 1.5 and last paragraphs provide important information about the need to establish a
generic methodology that could support most of the principal aspects of a VRT integration. The
methodology developed will contain as much as aspects possible, this methodology can not address
every aspect of VRT integration due to the large number of applications and specific integrations,
one of the principal characteristics of this new methodology is to provide a generic guidelines when
very variable parameters are being considered, in the other hand for more defined parameters the
guidelines should be more specific.

Development and implementation of a Integration Methodology for Robotic and Vision



Chapter 1. Introduction 7

The following table shows the previous analysis, evaluating the background researches with the
factors that are considered as the most important in the VRT integration.

Table 1.1: Methodologies and researches analysis
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1.7 Thesis Organization

This thesis work is structured in the following way:

In the second Chapter the description of the two main technologies involved in this study is
presented, the Machine Vision and the Robotic Technology are described. In reference with the
vision systems, the performance of a generic vision system, different kinds of applications, and illu-
mination characteristics are presented, on the other hand for the robotic technology the application
of robots for industrial operations, and fundamentals of robot kinematics are described and analyzed.

In the third Chapter the analysis of the Vision Robot Technologies integration is shown, the
main components of a VRT integration are defined and described, some examples of successful VRT
integration are presented, and finally the previous methodologies for the VRT integration are pre-
sented and analyzed in order to improve or modify them according to the study orientation.

In the fourth Chapter the methodology for VRT integration is developed and explained, the
methodology is compound by several sub-methodologies according to the main topic that is being
analyzed, the proposal considers 5 main topics when integrating this technologies: Integration Ob-
jective; Working Conditions; Physic Integration, Logic Integration and Evaluation.

In the fifth Chapter a case of study is presented, the proposed methodology is implemented and
the obtained results are shown. The sixth and last chapter contains the Conclusions and Future
work for the proposed methodology.

Development and implementation of a Integration Methodologv for Robotic and Vision



Chapter 2

Fundamentals of Vision and
Robotic Technologies

2.1 Vision Systems

2.1.1 Introduction

Generally the vision systems are compound by different parts as: a camera, the digitalization hard-
ware, a PC, and the hardware and software that enable the communication between them. The
following picture presented by Malamas (2002), shows a representative image of a typical industrial
vision system and its components.

Main Processor or
Computer with
Image Processing
Software

Network Interface

Image Processing

(3655 Y —Hardware

mumination<_\/_---...,_'_. E Camerals)

Manufacturing Process
Control Systems
Robot(s), PLC(s), etc.

Figure 2.1: A typical industrial vision system

General description of the vision system:

The Personal Computer (PC) is used to process the images that have been acquired, this function
is accomplished by the utilization of classification, processing and analysis of images software. The
images are obtained by one or more cameras located on the action zone of the system, there are two
configurations of mountings for the cameras, the description and analysis of this options is presented
in the section 3.1.2. The zone or scene of action in the system must be arranged and illuminated in
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a proper way to facilitate the reception of the image characteristics needed for the analysis.
Description of the vision system performance:

The operation and interaction of all the components of the vision system allow the realization of
the following basic functions (Malamas, 2002; Groover, 2008 & Suarez, 2009):

1. Image acquisition 2. Image processing 3. Interpretation
[
and digitization | and analysis
= s ! — e —— :
l Computer | ‘ Image
Digitization | t (processing) | interpretation |
L, L — J P i
)
Camera [ | | i |
- | I - ] i
| | Analysis | i
Light /\ ’ () ‘ | programs Decisions
source L 0 5/ ! ———t !
\ r / i
| / i actions
|
I /
3. |
Parts
; |
-
\— e 4
® Q) G —>

_'\P.V“\'dl ion

Figure 2.2: Basic functions of vision systems

1. Image acquisition and digitization

The images of interest are detected and acquired, this digital aquisition is realized by a camera,
or digitizing systems focused to the scene of interest. The image is obtained through the
conversion of the visualized area into a matrix of discrete picture elements (called pixels),each

element has a value that is proportional to the light intensity of that zone of the image. The
next Figure shows this procedure:

Figure 2.3: Image digitization
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One image of the simplest vision system is shown in the Figure 2.3, this is called binary
vision system. In the binary vision the light intensity of each pixel is finally reduced to one
of two options, black or white, this depends if the intensity exceeds or not a threshold level.
A sophisticated vision system is able to distinguish and process different gray scales in the
image, these systems are called grayscale vision systems,and they are capable of determine not
only an object‘s outline or area, but also it‘s superficial characteristics as texture and color.
The grayscale systems usually use 4,6 and 8 bits of memory, identifying in the 8 bits case 256
illumination levels. (Groover,2008)

2. Image processing and analysis

Once that the images have been acquired , they are filtered in order to remove the digital
noise or other unwanted effects caused by the illumination system. A lot of images analysis
techniques have been developed, the most important are described below:

Segmentation.- The segmentation techniques are intended to define and separate interest re-
gions of then image, this technique can be applied trough:

e Thresholding: involves the conversion of the light intensity value of each pixel into a
binary value, white or black. This conversion it is made by the comparison of the light
intensity value with a previously defined threshold value.

e Edge Detection: involves the determination of the edges location between an object an
it‘s environment

Special features extraction.- The set of characteristics or features of interest is computed, as
an example of this features are: size, position, outline measure, zone texture, etc. This set of
data forms the image description.

3. Interpretation and decisions

Once that the previous functions of the system have been performed, the next step for the
vision system is the application or utilization of the information processed and/or acquired
before, according to Cuevas (2005), Espinosa (2006), and Suarez (2009),this applications can
be categorized as follows:

e Measure: Is the basic application of the vision systems, where the system provides to the
user dimensional data of he object or region of interest, the features that can be measured
are: diameter, length, angles, level, etc.

o Inspection: In this application the vision system provides to the user information cor-
responding to the quality of the object, considering the presence of superficial damages,
incomplete pieces or geometries, bad-oriented pieces, recognition of assembly components,
etc. The information obtained in this application is usually used in the binary (go, no-go)
decisions.

e Identification: Application in which the vision system recognizes and classifies an ob-
ject, afterwards the orientation and position determination, usually these operations are
followed by a robotic action. The identification actions include: pieces identification,
palletizing, pick an place, etc.

e Tracking: In this kind of application the vision system leads the operation of a robot or
another visual entry device. Some of the industrial applications are: placement of pieces,
moving pieces pick and place, path tracking in arc welding or painting, etc.
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It is good to mention that the requirements for the design and development of a vision system
vary according to the specific application, it will also depend on the tasks to be executed, the envi-
ronment where it performs, and the operation velocity.

Malamas et. al. (2003) presents a set of desirable requirements for the vision systems used in
industrial applications:

e Multi-level process.- The processing varies from a low level (filtering, thresholding,etc.),
through medium level (segmentation, features computation, etc.) to high level (object iden-
tification, images classification, etc.). An image analysis software must be able to realize the
analysis in every level mentioned before.

e Ease of manipulation.- Graphic User Interfaces, visual programming, and code generation
are usual features that allows the application development.

e Dynamic range.-The new vision sensors (CMO‘S) offer a high dynamic range, and a faster
image acquisition. The vision software must be able to handle and process this kind of infor-
mation.

¢ Expansibility.-The vision software must offer the option to add new or better image process-
ing algorithms.

2.1.2 Optics and calibration
Camera optics

In base with Steger et. al. (2008), the light can be considered as rays that propagate in straight
lines in a homogeneous medium. The Pinhole camera is the simplest configuration of a optic device
which represents the behavior of the vision systems. The Figure 2.4 shows this configuration:

Figure 2.4: Pinhole camera model

The object of the left side is projected on the plane of the right side, this right side is one of the
faces of a box into which a pinhole has been made on the opposite plane to the image plane. The
pinhole camera model produces an upside-down image of the object.

The size of the projected image will depend on the distance relation between s and ¢, the h! can
be computed in base with similar triangles law:

hl = h E

S

(2.1)

Where h is the height of the object, s is the distance of the object to the projection center, an
¢ is the distance of the image plane to the projection center.
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Using this principle the width of the projected image could be obtained by the same relation:
w =w (2.2)
s
Where w is the width of the object, s is the distance of the object to the projection center, and

¢ is the distance of the image plane to the projection center.

These two equations describe the behavior principle of a vision system without considering any
extra devices.

Lenses

A lens is an optical device through which light is focused in order to form an image inside of a
camera, in vision systems this image is formed on a digital sensor (CCD). The purpose of the lens
is to create a sharp image in which fine details can be resolved.

In industrial applications there are certain lenses which are more frequently used (Espinosa,
2006):

¢ Wide Angle.-the focal distance is smaller than 5mm (standard distance), has a wide field
depth and a reduced focal length.

¢ Telephoto.-the focal distance is bigger than the standard, has a reduced field depth and
increases the far objects.

e Zoom The focal length is between 35 and 70 mm.
o Macro The projected image size is equal to the object size.

o Telecentric Does not have perspective distortion.

Camera Calibration

The camera, calibration process is one of the most important step during the vision systems applica-
tion, the calibration accuracy will determine the measurements exactitude of the scene, that is the
reason why a lot of research has been done in this area, Sanchez Antonio (2008) presents a research
in which a complete calibration method is proposed, this method is based on a complete review
about the previous methods (Tsai,1997; Kanade et. al 1997; Raskar, et al 1998; Salvi, et al, 2002
and Zhang,2002,2008).

As a result of the calibration process the intrinsics parameters of the camera are obtained, the
camera’s matrix is a 3x3 array which contains these parameters:

o Y U
A=< 0 ap w (2.3)
0 0 1

Where uo and v represents the 2D coordinates of the principal or focal point, ideally this point
should be in the center of the 2D image. a, and a,, refer to the focal distance expressed in pixels,
and - represents the skew factor between x and y axis.

The extrinsic parameters of the camera regard to the rotation matrix R and the translation vec-
tor t, these parameters allow the coordinates transformation between camera’s coordinate system
and world’s coordinate system.
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The next image shows the intrinsics parameters representation and the projection of one 2D
point(image plane) into a 3D point (in reference with camera Coordinates System), and the trans-

formation to the World Coordinate System.
w,
Yw
Rotation “R” —>/
World’s Coordinate
Xw

System

Zc

Translation “t”
Camera’s Coordinate
System Yc

Xcl/ 4

. Focal distance f
Zi
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System !
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7 o
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Figure 2.5: 3D projection

2.1.3 Machine Vision Algorithms
Data Structures

Image.-Refers to the set of data delivered by the acquisition device to the computers memory, the
RGB ( or color) cameras return three samples per pixel so a three channel image will be delivered.

An image channel can be considered as a two-dimensional array of numbers. Hence the gray
value at the pixel (r,c) can be interpreted as an entry of a matrix: g = f,.. The gray value will be
discretized to 8 bits so the set of possible gray values will be from 0 to 255.

All information above can be formalized as:

An image channel f of width w and height & is a function from a rectangular subset R =
{0, ..c.. h — 1} x {0, .....,w — 1}of the discrete plane Z2.

Region.-is an arbitrary subset of data of the discrete plane R C Z2. The Region Of Interest
(ROI) is sometimes called the domain of the image because it is the domain of the image function f.
Mathematically regions can be described as sets or by the use of characteristic function of the region:

XR(r,¢) ={ . 83 ;ﬁ } 2.4)
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This second definition suggests the use of binary spots to represent regions. A binary image has
a gray value of 0 for points that are not included in the ROI and 1 (or any number different from
0) for points that are included in the ROIL.

Contour.- this structure is not necessary pixel-precise, the application may require an accuracy
that is higher than the pixel resolution of the image.

Contours can basically be represented as a polygon, an ordered set of control points (ry,¢1),
where the ordering defines which control points are connected to each other. in the computer, the
contours are simply represented as arrays of floating-point row and column coordinates.

Geometric Transformations

If the position and rotation of the objects cannot be kept constant with the mechanical setup, a
rotation and translation correction is needed. The mounting conditions sometime can make that
the distance between the object and the camera changes, leading to an apparent change in size of
the object. The following representation consider the use of basic transformations in order to get or
represent an affine transformation:

1 0 ¢ .
( 10 ¢ )T-ranslatzon (2.5)
s, 0 O .. . .
0 s. 0 Scaling in row and column direction (2.6)
[+

cosa —sina 0
sinaa cosa O

) Rotation by an angle of o (2.7)

Image Segmentation

Segmentation is an operation that takes an image as input and returns one or more regions or
subpixel-precise contours as output, there are a lot of segmentation algorithms, the simplest thresh-
old operation is mathematically represented by:

S= {('I‘, C) €R ’ Imin < fr,c < gma:c} (28)

Threshold operation identifies al points in the ROI of the image that lie in a previously chosen
range of bright values. Steger et. al (2008) specify that often gmin = 0 OF gmaz = 2° — 1 is used.

The thresholds gy, and gmqe can be fixed only if the illumination of the image will not change.
Since the threshold operation is based on the gray values themselves, it can be used whenever the ob-
ject to be segmented and the background have significantly different gray values(Steger et. al., 2008).

Feature Extraction

Through the image segmentation the regions and contours can be obtained, but there could be some
characteristics which are important, so there is a need to remove unwanted parts of segmentation.
As Steger et. al. (2008) presents, this characteristics are called features, typically they are real
numbers, and can be related to:

e Region Features.- By far the simplest region feature is the area of the region:

a=[R|= Z 1=§n:ce,-—cs,-+1 (2.9)

(r.c)ER i=1
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The area of the region is simply the number of points | R | in the ROIL If the region is
represented as a binary image, The first sum has to be used to compute the area; whereas if
a run-length representation is used, the second sum can be used.

e Gray Value Features.- The mean gray value is a measure of the brightness of the region.
A single measurement within a reference region can be used to measure additive brightness
changes with respect to the conditions when the system was set up. The mean gray value is a
statistical feature. and represented by:

1 -
b= nJ 2.10
9= ‘ 2‘ 9r, (2.10)
Another statistical feature is the variance of the gray values:
) 1 X i
& mi—git } . (g~ (2.11)

(r,c)eER

e Contour Features.- Steger propose to assume that a closed contour is specified by (r1,¢;) =
(rn,cn). Let the subpixel-precise region that the contour encloses be denoted by R. Then the
moment of order (p, q) is defined as:

Mp.q = / / rPcldrde (2.12)
J J(r,c)ER

2.1.4 Illumination systems

It is known that the behavior of a vision system will be constrained by two factors that affect directly
the quality of the image acquisition. These factors are the Lighting and the lens of the system, a
good lighting on the scene will provide enough illumination in order to distinguish the patterns of
interest, remembering that the vision system translate the colors of the workpiece into brightness
levels that are highly related with the light that is reflected by each pixel.

Bachem et. al. (2001) presents a examination of cameras under different illumination conditions,
the experimental set up of this works consists on a robot working cell, where four illumination con-
ditions where used, one of the objectives of his work is to present a comparison between this lighting

conditions and its impact on the percentage of visible model segments.

The next figure represents the experimental set up used by Bachem et. al.(2001):

Figure 2.6: Alignment of the light sources in a robot working cell

The investigation was run under the next conditions:
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1. no additional artificial light
2. one (1L4)
3. two (L4 and L7)

4. three spot lights (L5, L6 and L7)

In the next table the results of Bachem ef. al.(2001) are exposed, as it can be observed, the
variation of illumination conditions strongly affects the vision system performance.

Table 2.1: Percentage of visible model segments covered by the system

Camera m::‘i‘; 1‘:{0:\ 1w | e |
Rcig:'; 76.3 889 | 617 | 689
tec'; 74.5 90.3 | 721 77.0

::jg's 701 652 | 693 | 69.0

c::fc:s 75.6 762 | 757 | 75

The way or configuration in which the light impacts the workpiece surface is called the type of
illumination, Suarez (2009), Perez (2010) and Valiente (2010) present a general description of the
most important types of illumination:

Direct Front Lighting

The light impacts directly the surface to be checked with a small incidence angle, as is shown in
the next figures:

-,
-

Figure 2.7: Direct front lighting

e Advantages.-Flood or spot lighting is easy to set up and use and provides maximum contrast
in the image.

o Disadvantages.- Tridimensional objects will cause shadows and shiny parts will cause specular
reflections.

Develonment. and imnlementation of a Inteoration Methodalnev for Rohntic and Vision



18 Chapter 2. Fundamentals of Vision and Robotic Technologies

e Applications.- It is helpful to maximize contrast in low contrast images and strobes can be
used to freeze images of moving parts. Some application examples are shown in the next figure

Figure 2.8: Direct front lighting application

e Hints.-Use two or more spots lights to minimize shadows also some times the shadows can be
used to improve contrast.

Back Light

The object to be inspected is located between the camera and the illumination lamp as is shown

in the next figure:
a
1
b 1

Figure 2.9: Back light

e Advantages.- Provides maximum contrast between part and background and simplifies the im-
age providing a silhouette of the part.

e Disadvantages.-Surface details is lost (part is black on a white background) and object in fix-
tures often can not be easily identified.

o Applications.-Useful for dimensional measurements such as gauging object edges or through
holes. Some application examples are shown in the next figure:
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Figure 2.10: Back light application

e Hints -Blacklight must be kept clean and you can collimate the blacklight in order to perform
high accuracy gauging operations.

Structured Lighting

It is based on the impact of light patterns on the piece, this patterns are grids, circles points,
planes, etc. a representative example is shown in the next figure:

A

Figure 2.11: Structured lighting

e Advantages.- Inexpensive method for measuring height/depth of part also shows surface profile
on very low contrast parts.

o Disadvantages.-Lasers are expensive and must be handled properly and it is not good for light
absorbing surfaces or applications with high accuracy requirements.

e Applications.- Gauging continuous features such as steps, gaps edges, etc., Determine part‘s
height/depth by observing light‘s deformation on part also is used on very low contrast parts
(grey on grey, metal on metal, etc) . Some application examples are shown in the next figure:
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Figure 2.12: Structured lighting application

e Hints.-Use a optical fiber line instead a laser when is possible.

Diffuse Light

It is based on the impact of light on the piece but in different distributed directions, this illumi-
nation type is used almost in the same situations as the direct light but with soft or bright surfaces,
a representative example is shown in the next figure:

Scattered Light Ray

Figure 2.13: Diffuse light

e Advantages.- Diffuse light is softer, more even, less likely to cause glare and shadows also dif-
fuse light cover a larger area without creating hot spots.

o Disadvantages.-Diffusers lower light intensity, which may be critical when using low intensity
sources, such as LED‘s.

o Applications.- Back lighting, on axis lighting, and in-direct lighting of shiny metallic parts.
Some application examples are shown in the next figure:
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Ring Lignt Dome Light

Figure 2.14: Diffuse light application

e Hints.-Choose the material based on how much light is lost versus how much light is diffused
and Bouncing light off reflective, rough surfaces also diffuse light.

Dark Field
This kind of illumination is used when the object is translucent, by this technique the shape and

contour are enhanced, the diffuse surfaces are bright and the flat and the polished surfaces are dark,
dark field emphasize height changes in surface inspection and edges detection.

Figure 2.15: Dark field lighting

e Advantage.- Shows surface detail on very low contrast parts.

o Disadvantages.-Not good for light absorbing surfaces or applications with high accuracy re-
quirements.

o Applications.- Very low contrast parts (gray-on-gray, metal-on-metal) and with shiny (specu-
lar), metallic parts.

Figure 2.16: Dark light application
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Diffuse On-Axis Light

Consists on an uniform and diffuse light generated by a source and leaded to the scene in the

same axis that the camera.

Figure 2.17: Diffuse On-Axis lighting

e Advaniages.- The camera is normal to the object, no perspective distortion. This lighting
creates a bright-field effect (specular surfaces are bright, diffuse surfaces are dark).

e Disadvantages.- Thickness of mirror can produce a double image.

o Applications.- Locating defects or flaws on flat, shiny surfaces. Illuminating the bottom of
small cavities.

Figure 2.18: Diffuse On-Axis lighting application

e Hints.-Use in combination with other source for fill lighting and position mirror at 45 degrees,
close to part surface

2.2 Robotics

2.2.1 Introduction

The complementary part of a VRT integration regards to a robot device, the importance of this
technology has been remarked in Chapter 1, a robot is defined by the Robot Institute of America
as: “A programmable multifunction manipulator designed to move material, parts or specialized
devices through variable programmed motions for the performance of a variety of tasks”, this is
one of the most restricted definition (Fu, 1987 & McKwerrow, 1998)and is the one that is going to
be considered in this research, as Lopez (2008) and Fu (1987) show there are a lot of applications
kinds, consequently there are a lot of robot types too (mobil, legged, vehicles, arms, etc.), in order
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to constraint the information presented and in base with the Chapter 1, the robot type that is going
to be considered is the robotic arm or manipulator arm.

Robotic arm

Refers to anthropomorphic design of a device which emulate the characteristics of human arm, the
two principal elements of this kind of robot are links and joints, its performance is based in the motion
of the joints that modifies the links position. According to Groover (2008) the five types of joints are:

1. Linear.- in which the relative movement between the input link is translational sliding motion.

2. Orthogonal.- which is also a translational sliding motion, but the input and output links are
perpendicular to each other during the move.

3. Rotational.- which provides rotational relative motion, with the axis of the rotation perpen-
dicular to the axes of the input and output links.

4. Twisting.- which also involves rotary motion, but the axis of rotation is parallel to the axes
of the two links.

5. Revolving.- in which the axis of the input link is parallel to the axis of rotation of the joint,
and the axis of the output link is perpendicular to the axis of rotation.

The number of joints will define the degrees of freedom(DOF’s), according to the number of
DOF’s and the type of joint used there a lot of robotic arm configurations (cartesian, polar, SCARA,
etc.)

The main components of a robotic arm are:

+ Joints

e Links

o Wrists (Links and joints)
o End effectors

e Actuators

e Transmission elements

e Sensors

e Controllers

o User Interfaces

2.2.2 Robot Kinematics

Kinematics of a robotic arm refers to the relationship between the velocities, positions and acceler-
ations of the links of the manipulator. The position of the hand of the robot is probably the most
common parameter that every application needs to be developed, in order to compute this position
a coordinate frame transformation is used ®T} , this transformation specifies the orientation and
position of the hand in spacewith respect of the base of the robot.

If a coordinate frame is attached to each link, the relationship between two links can be described
with a homogenous transformation matrix (A). The first A matrix relates the first link to the base
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frame, and the last A matrix relates the hand frame to the last link. (McKerrow 1998).

McKerrow (1998) proposes an algorithm to apply direct kinematic(find the location of hand in
terms of the angles and displacements of the links) of a robotic arm, a resume of this algorithm is
presented:

1. Move the manipulator to its zero position.

Every robot has a zero position where all the joint variables are zero.

2. Assign a coordinate frame to each link.

The author makes reference to Paul (1981) where a coordinate frame assignment is proposed.
3. Describe the rotations and transitions between joints with link variables.
A general A matrix can be specified by multiplying the transformations which describe the

effect of these parameters. When we relocate from frame n — 1 to frame n (that is, from joint
n to joint n + 1), the folowing transformations occur:

a rotation about the z,,_; axis by the angle between the links (4,,)

a translation along the z,_; axis of the distance between the links (d,)
a translation along the z,, axis (rotated z,_1) of the length of the link (i)

e a rotation about the x, axis of the twist angle ()

The last procedure can be represented as:

Ap = Rot(z,0)Trans(0,0,d)Trans(l,0,0)Rot(z, ) (2.13)
cos(f) —sin(d) 0 O 1 0 0 1 1 0 0 0
| sin(@) cos(® 0 0O 0100 0 cos(6) —sin(6) O
= 0 0 00 001 d 0 sin(0) cos®) 0
0 0 0 0 0 001 0 0 0 1

cos(0) —sin(f)cos(a) sin(@)sin(a) lcos(d)
sin(60  cos(Q)cos(a) —cos(f)sin(a) lsin(6)
0 sin(a) cos(a) d
0 0 0 1

(2.14)

4. Define the A matrices relating the links
The A matrix for a specific link is found by substituting the link parameters into last equation.

5. Multiply the A matrices to calculate the manipulator transformation matrix %7y

6. Equate the manipulator transformation matrix and the general transformation
matrix to obtain Cartesian coordinates in terms of joint coordinates

R Ty Yy 2y Po
Ty = vy vy 2.15
H Tz Yz 2z Pz ( )
0O 0 0 1

Develonmeant. and immlementatinn af a Intecration Methadnlnov for Rohatie and Vigion



Chapter 2. Fundamentals of Vision and Robotic Technologies 25

7. Equate the manipulator transformation matrix and the general orientation matrix
to obtain the hand orientation angles

Tz Yz 2z Pz 1 0 0 p,
0100
RT = xy yy zﬂ Pz — v RPY ,0, 2‘16
" Tz Yz 2z Po 0 01 p, ( (¢,6,7)) (2.16)
0o 0 0 1 0 00 1

2.2.3 Robot teaching

At application level, one of the most important topic about robots is the robot teaching or program-
ming, most of the time the robots should be taken to off-line status in order to modify its program.
The robot is taught to interact with its environment in show-and-teach mode and expected to op-
erate subsequently in playback mode, a list of conditions to avoid the high rate of time consumed
in teaching process is presented next(Benhabib,2003):

e “The kinematic model of the robot describing the mobility of its end effector with respect to
its base must be known”

e “The locations of all devices must be accurately defined with respect to a fixed world coordinate
frame and must not vary during the interactions of the robot end-effector with its environment”

e “The motion controller of the industrial robot must allow for off-line programming”

As it can be noticed generally one or two of this considerations is missing, so in industry the
robot programming lays on show-and-teach mode, where the task of the robot is taught by locat-
ing the end-effector of the robot in space points where it must be, this is manually made trough
the use of a teach pendant. The teaching of certain points in space should be sequential and the
memorization of the track compound by determined points is expected, so that the robot will repeat
this task when asked for it. In base with Benhabib(2003) a typical teach pendant would allow the

T bn e ok Bafed 3n A2 e oV e e dhe ond ofector along individual Cartesian axis
Lotho Ll Tty o o ke scild-fiame coordinates in order to position the robot end-effector at a

-~ 1.
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Chapter 3

Vision Robot Technologies
Integration

3.1 Integrated VRT systems

As the name indicates, the Integrated VRT systems are compound by two systems, the vision and
the robotic manipulator system. There is a third component, a PC, that can or can not be integrated
to the system depending on the complexity level of the application and on the tasks that will be
performed, in the development of this research a PC is considered as an integrator of the VRT, the
next picture shows the generic architecture of a physical integration of this two systems:

A ¥
' s -~ ) v
é “esfbfie
\ﬁ "f,-»,";[p
Vision system

Personal Computer or PL(

Figure 3.1: VRT integration architecture

3.1.1 Components

The next figure shows the main components of a Integrated VRT system, several components can
be included in this figure but their function is basically the same.
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error "
S Controllers
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i Artificial vision
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Figure 3.2: Components of a vision-robot system

According to Cuevas (2005) the elements of the VRT system can be classified in the next form:

Cameras, Optics and Lighting.- The most common cameras available on the market are
the ones based on charged coupled devices (CCD), charge injection devices (CID), or silicon
bipolar sensors. All the cameras need lenses in order to focus the object and/or an illumination
unit. The light intensities sensed are a result of the light from the illumination unit reflected
by the object. The most common forms of lighting are: Halogen, Incandescent, Fluorescent,
Laser, Xenon, etc.

A /D converter.- The matrix of fotosensors is scanned and the light intensities in the form
of a continuous analog video signal must be sampled and converted into a digital signal. The
A/D converter is part of the digital video camera

Image processor.- The image can be processed for image data reduction, segmentation,
feature extraction and/or object recognition. The processor is part of the camera and it is
generally a DOS program preinstalled bye the manufacturer. Inspection test are configured
through the software installed in the PC and uploaded to the camera.

Image memory.- The memory is also a part of the camera. Images and/or inspection pro-
grams are temporally stored in this device and can be loaded through the camera software.

D/A converter.- A D/A converter is installed in the camera in order to visualize in a VGA
monitor or another display device, the image that is being processed.

Digital I/0 and Network Connection.- Once the system has completed its inspection of a
part, it communicates with the outside world to transmit PASS/FAIL information, or another
data needed to control a manufacturing process. Usually a digital I/O interface board and
a network card build up this interface. Commercially available systems have communication
abilities through Profibus,RS 232, Device Net, Ethernet, etc.

Inspection Software.- Machine vision software is used for creating and executing programs,
processing incoming image data, and making PASS/FAIL decisions, This software is developed
in many different forms (C libraries, ActiveX controls, Point and Click programming environ-
ments, etc.) and it can be single or multi function.

Robot controller.- The robot controller is in charge of the task and paths planning, task
execution, communication with sensors and generation of reference points.

Development and implementation of a Integration Methodology for Robotic and Vision



Chapter 3. Vision Robot Technologies Integration 29

3.1.2 Camera placing

As it has been mentioned, the use of a camera in an integrated VRT system is inherent, there are
two major mounting configurations:

o The first one called by Torres ef. al. (2002) as eye in hand belongs to the mounting configura-
tion where the camera is placed in the end of the robotic arm, as it is shown in the next figures:

Figure 3.3: Eye in hand configuration

e The second configuration considers the placement of the camera in an external location of the
robot, or in predefined spots on the system, the next figures shows systems using this kind of
camera placing:

n P

New Manipulator A :;1

Existing
Manipulator B

Figure 3.4: External configuration

3.1.3 VRT systems examples
Autonomous Visual Measurement for Accurate Setting of Workpieces in Robotic Cells

Watanabe et. al. (2005), present a paper which introduces a new method of adapting the virtual
world of an offline programming model to an actual robotic cell by attaching a CCD camera to
the robot. This method requires no specific camera attachment location or optical camera calibra-
tion. Furthermore, there is no operational requirement for setting robotic camera location. Robot
motion is autonomously generated to identify the camera view line. The view line is adjusted to

DNevelonment. and imnlementation of a Integration Methodonlagv for Robhatic and Vision



30 Chapter 3. Vision Robot Technologies Integration

pass through the designated target point, utilizing visual feedback motion control. This method
calibrates reference points between the virtual world of an offfine model to an actual robotic cell.

Weldmg. path

Figure 3.5: Arc welding system using ARC Mate 120iBe

The devices that were integrated to compound the RVT system are: 1) a FANUC robot R-
2000/200F0, 2)A spot welding tool as the end of arm tool, 3) An OPTEON USB camera (with 1/3
CCD of 640 x 480 pixels) and a 12 mms lens and 4) a 20 mm diameter target.

Assembly System with “Plug & Produce capabilities”

Arai et al.(2000) propose a Holonic Assembly System with “Plug & Produce” capabilities. This is a
methodology to introduce a new unit or device into an assembly cell easily and quickly. It is designed
by analogy of the “Plug & Play” concept in the computer world. Arai et al. verify their concept by
experiments with robots and a belt conveyor. Here, a robot will be installed to an existing cell in a
ghort time.

7 AL L
- —x w 1
\- A \d :
Existing ) : — "
Manipulator B o CCD Camera 1, 2

Figure 3.6: Automated calibration system for a “Plug & Produce” assembly cell

When a new device, e.g. a robot is installed into the assembly cell, calibration should be made.
Arai et al. propose an automated calibration system of relative position/orientation based on the
Direct Linear Transformation method using two CCD cameras. The cameras are freely positioned,
and then a set of motions is commanded to each manipulator. By detecting the motion with the
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cameras, the relative position of the two robots is obtained.

Vision Robot assistance in a Manufacturing cell

This experimental example realized by ITESM in campus Monterrey (Hernandez et. al. 2010) in-
cludes a robot and a vision system in the manufacturing cell operation, the robotic arm is developed
by MOTOMAN (SIA10D), and the vision system is compound by a In-sight Micro Camera from
Cognex, the most important features of these devices are shown in the next chart:

Table 3.1: Features description of the Vision and Robotic devices

System Features

Motoman SIA10D Robot
* 7 axes
10 kg payload
Vertical reach=1,203 mm
Horizontal reach =720 mm
0.1 mm repeatability
DX100 Controller
o Extensive I/O suite includes integral PLC and touch screen
HMI, 2,048 1/0 and graphical ladder editor
» Fieldbus network: EtherNet/IP, DeviceNet, Profibus-DP etc.

Robotic System

In sight Micro camera 1400¢-10 (Cognex)
o Acquisition velocity =2x
o Pixel resolution = 640 x 480
o Color identification
e Pat Max algorithm
External devices
e 8mmlens
e Ring light ICWS-56-I1SM

Vision System

This integration consider an “eye in hand” and interchangeable configuration, where the vision
system is the interchangeable device between the Inspection and the Assembly station.

The purpose of having this flexibility is to use the vision system in two different jobs, the first
one corresponds to the inspection of the finished good produced in the cell, and the second job
consists on the assistance for the SIA10D robot in the assembly process. This assistance delivers
to the control unit of the cell the information in order to start or not the assembly routine, by this
performance the assembly process is more robust, due to the identification of each of the components
to be assembled (improving the fixture and proximity sensors configuration).

The interchangeability is provided by mechanical and electric connectors which activate the vi-
sion system depending on the station where it is, this configuration can be represented as in the
next figure, the mechanical and electrical adaptors performs as “switches S1 and S2”, the lighting
system is fixed to the camera casing providing illumination in both stations.
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S1 S2
i Vision system
inspection Motoman
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station SIA10D Robot
lighting ring) .

I >{ Control Module -

Figure 3.7: Configuration of the VRT system

3.2 Integration of VRT methodologies

3.2.1 Methodologies examples

In this research it will be consider as a background the previous research about this integration
applied for the Manufacturing Cells, next it is presented the description of the methodologies that
have been successfully implemented and their results.

FROVIS:A Flexible Robot Vision System

FROVIS was developed by Raquel Cuevas (2005), this research consists on the development of a
Flexible Robot Vision System comprised by a vision sensor mounted on a robot end effector, Physical
and logical methods are proposed for integrating robot and camera systems. The integration archi-
tecture proposed allows for different robot controllers and vision systems to work together making
the system modular, flexible and generic.

In this methodology the VRT integration is a PC based integration, so talking about communica-
tion between the main components, the PC performs as a client and both the camera and the robot
controllers are considered as servers, the job of these servers is to listen for a connection, while the
job of the PC is to to try to make a connection with both servers, the communication architecture
proposed by Cuevas (2005) is shown in the next figure:

Vision Robot
System Controller
(Server) (Server)

; ! 4 M

L L}

' Request for connection Requaest for connection !

; Requests for image acquisition Runnig Stopping programs H
1 . . .
' Triggering inspections Position reconfiguration '
; Request pose information Motion comands ,
)
) )
' eC '
) .
'
R L LT 1 {Client) e e memmcccaaaacmaaaaa :
Connection response Connection response
Pose Information Status feedback

Figure 3.8: Communication architecture for FROVIS development

Cuevas (2005) establish certain generic tasks for the camera an robot that must be performed in
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order to conform a Flexible Robot Vision System, for the robot the mandatory functions are: Con-
nect,Go Home, Run Program, Update Position, Move, Grab and Disconnect, and for the camera the
functions are: Connect, Acquire image, Get Position and Orientation, Get Height and Disconnect.

In order to achieve the correct communication between the robot and the camera, it is proposed
a communication sequence and a communication protocol, in the next figure is shown the sequence
diagram for the Control Module:
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Figure 3.9: Communication sequence
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The communication protocol consists mainly on the exchange of strings with defined lengths
between the Control Module and the Vision System. The communication protocol dos not apply
to the link between the PC and the robot controller because controllers have their own specific
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communication protocols which can not be changed.

The FROVIS was applied in two study cases obtaining good results specially in the synergy of
the integration, in the first experiment it was performed a Integration of an ABB controller and a
Simatic Vision Sensor, and in the second experiment a Integration of Mitsubishi controller and a
Simatic Vision Sensor was realized.

Methodology for the Vision Robot Systems Integration

Espinosa (2006) presents a research about the integration of two systems, both systems are compound
by a robot and a vision system the difference between them is the application of the integration,
in the first one associated with FROVIS development, the camera is used by the robot as a sensor
which provide information about the environment of the robot, it can be said that the camera is
the slave device and the robot is the master device, in the second one called FROVIS II the camera
utilizes the robot in order to acquire the best location for the inspection routine, in this case the
camera is the master device and the robot performs as a slave device.

A integrator system was developed, the main function of this system is to provide the option
of choosing between all integration systems available, in this study there were used 2 integration
systems (mentioned above), FROVIS and FROVIS II. Once that the system has been chosen the
communication between the robot and the camera will be present.

A communication protocol was developed in order to send and receive the information in a or-
ganized and structured form,this protocol communicates the integrator system with FROVIS and
FROVIS 11, in the next figure is shown an example of the message structure proposed by Espinosa
(2006) in order to establish the wanted communication.

Byte | Encabezaelo | Deseripeion
0 1 Envia si la pieza fue aceptada
1 r o rechazada.
2 A
3 S
i S
h F
6 A
7 I
N > Separador
4] PoF
14 AdA “PASS™ o "FAIL™
i1 Sol
12 Sol.
13 CR Delimitador 1
4 LF Delimitador 2

Figure 3.10: Message structure for communication protocol establishment

The integrator system has the capability to:

e Select the execution order of the integration systems (FROVIS and FROVIS 1I.
o Select the program that FROVIS or FROVIS II will execute.

o Configure a execution depending on the result of a previous program execution.

The execution logic of the systems described above is summarized in the next flow diagram:
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Figure 3.11: Flow diagram of the execution logic

Machine vision approach for robotic assembly

Cabrera (2005) presents a methodology to integrate a robot arm with a camera in a manufacturing
cell, this methodology consider two major topics the system integration and the object recognition
methodology, the general methodology will be described next.

For the System integration the author propose a serial communication between the camera and
the robotic assembly module and identifies three principal commands to be sent between the robot
and the camera:

e Send information of zone 1, where the zone 1 is the place where the robot grasps the male
components.

e Send information of zone 2, where the zone 2 is the place where the robot is preforming the
assembly task.

® Resend information of zone x, where the command is sent when there is an error, or the
information sent by the camera is incorrect.

The communication protocol presented by the author is shown in the next figure:

For The object recognition methodology, the author proposes 8 steps:

e Finding the region of interest
e Calculate the histogram of the image
e Search for pieces

e Centroid calculation
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e Piece orientation
o Calculate boundary object function
o Descriptor vector generation and normalization

o Information processing in the neural network

For each of this steps the author provides the mathematical and/or logic procedure, for the ob-

jective of this research there are steps of high importance, those steps are:

Finding the ROI

The author defines two regions of interest in the manufacturing cell. The assembly workspace(zone

1) and the identification/grasping workspace (zone 2).

Image conditioning is carried out avoiding the processing of small objects and finding the initial

position of the desires zone. The quantized grey level valuea of the LEDs in the image is greater
than or equal to a specific value GL, regardless of the amount of light in the zone. With this process,
most of the objects that can confuse the system are rejected. Then the ROI is first extracted by
using the 2D histogram information and initial position reference.

Search for pieces

The pieces search is realized by the perimeter calculation obtaining;:

¢ Number of points around the piece
e Group of points coordinates X and Y, corresponding to the perimeter of the measured clockwise
o Boundaries of the piece 21D Bouncing Box

The perimeter calculation for every piece in the ROI is performed after the binarization. Search

is always accomplished from left to right and from top to bottom. Once a pixel is found, all the
perimeter is calculated with a search function. The author provides the next definitions to under-
stand the algorithm:

¢ Nearer pixel to the boundary.- is any pixel surrounded mostly by black pixels in connec-
tivity eight.

s Farther pixel to the boundary.-is any pixel that is not surrounded by black pixels in
connectivity eight.

» Highest and lowest coordinates.- The boundaries which create the rectangle (Boundary
Box)

The search algorithm proposed is:

1. Searches for the nearer pixel to the boundary that has not been already located
Assigns the label of actual pixel to the nearer pixel to the boundary recently found

Paints the last pixel as a visited pixel

bl A

If the new coordinates are higher than the last higher coordinates, it is assigned the new values
to the higher coordinates

Development and implementation of a Integration Methodologv for Robotic and Vision
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5. If the new coordinates are lower than the last lower coordinates, it is assigned the new values
to the lower coordinates.

6. Steps 1-5 are repeated until the procedure returns to the initial point, or no other nearer pixel
to the boundary is found

Methodic Design of Robot Vision Systems

Sitte (2007) presents a research following the Demand Compliant Design (DeCoDe) method devel-
oped by the authors, this method is based on the design information organization through simple
ideas, then the identification and evaluation of relations between main design elements is proposed.

This research considers three different but related views of the VRT integration; the functional,
the structural and the process view. Each view consists of the corresponding hierarchical list of
functions, processes or components.

“Connectivity matrices capture relations between pairs of catalogues and with themselves”, as
shown in the next Figure:
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Figure 3.12: Diagram of the DeCoDe method

The authors propose to evaluate the relationship between two elements not only by binary fac-
tors (block diagram as a result), but with a rate that represents the strength of the interaction on
a determined scale. The matrix now captures more information than the block diagram.

The matrix that relates the demands to the components can capture some essential information,
each row corresponds to a demand and each column to a component. An element of this matrix can
represent an estimate of how much a component contributes to the satisfaction of a demand.

As it has been said before this method consider 3 views of the design, the author describes these
views in base with possible demands on a VRT system, these possible demands can be roughly
divided into three groups: (1) functional, manufacturable, (2)cost and (3)regulatory and standards.
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Structural view

This view is compound by the components that make up a device, this components perform a
certain activity simultaneously with all other in order to make a device work. Sitte (2007) presents
a list of components of a generic vision system:

[x]& Components
®Machine vision .

- Image sensor

% image buffer

® sensor control unit

% image processing unit

® communication interface

® anclosure/case

® Optics

- power supply

]

mounting/support

Figure 3.13: Components of a generic vision system

Functional view

This view consider the way to perform certain task known as function of the device, there a lot
of ways to accomplish certain activity, the functions are closely related to the demands, but there
is not always a one to one correspondence. Sitte (2007) presents the functions of a generic vision
system:

x 8 Functions 20
® Machine vision :
Capture image sequence
Capture full image
o b ample image
B Capture region of interest

Change frame rate
Process images
Output processed image informat
Configure vision system

Figure 3.14: Functions of a generic vision system

Processes view

In order to perform a function one ore more components of the device need to carry out one or
more processes. In a process the components undergo a dynamic interaction. The next figure shows
Top level processes in a vision system presented by Sitte (2007).

Processes (] (=)
®Machine vision :
. Design
® Manufacture
. Deployment
® Configuration
Programming
® Testing
Disposal

Figure 3.15: Processes in a vision system
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: Potential Features to
Inspection type

be inspected

Dimensions
Shape
Positioning
Orientation
Alignment
Roundness
Corners

Dimensional

In order to achieve complete inspection, it is often necessary to provide manipulation in three
dimensions, by moving either the object or the camera.

In Printed Circuits Boards (PCB) Current research has shown that histogram-based techniques
perform better than two and three-dimensional feature-based techniques

An interesting application in this category deals with the inspection of screw threads for
compliance with manufacturing standards. Edge detection algorithms (based on linear
interpolation to the sub-pixel resolution) are applied to detect region of interest (ROI). Each such
region is matched with multiple models of threads, since the dimensions and positions of the
inspected threads are allowed to vary.

Shin(2002) propose an imaging mechanism (4 Degrees of Freedom) to measure certain
dimensions of interest of a ball stud, in his methodology Shin uses an algorithm to determine the
optimal Threshold on order to get an ideal histogram of the image.

Pitch
Scratches
Cracks

Wear

Finish
Roughness
Texture
Seams-folds-
laps Continuity

Surface

In the assessment of surface roughness of machined parts Fourier transform is applied first for
the extraction of roughness measures. Then, NNs (Neural Networks) are employed for the
classification of surfaces based on roughness.

Surface inspection is also applied to the aluminum strip casting process. Infrared (IR) temperature
measurements (providing a measure of the distribution of surface temperature) are used to
evaluate the quality of aluminum sheets.

For the inspection of defects on objects with directionally textured surfaces (e.g. natural wood,
machined surfaces and textile fabrics) researches present a global image restoration scheme
based on Fourier transform. High frequency Fourier components corresponding to line patterns
are discriminated from low-frequency ones corresponding to defective regions

sjuTy uorpadsu] RNy 1 o[quL

i
!
i.
7



Potential Features to

Inspection type /
P RS be inspected

The use of CAVIS (Computer Aided Visual Inspection System) reduces implementation cost and
time, the designed system integrates several modules as:

Product Data Base.- Should include:
e Lighting source type

e Position and intensity -

s Product color £

Product Material &

Assembly: e Product surface E

e Effects of lubricants D

* Holes E_
¢ Slots Layout Design Module.-elements considered: g

* Rivets * Number type and position of the cameras and light sources

* Screws * Sensor features E
Structural e Clamps e Lens focal length E
<]

Foreign objects: CAD Modeller.- Generate solid models of the components ;
=

¢ Durst Decision Supporting Module.- structured as a rule-based system, helps the user in selecting the E
e Bur best viewing and lighting conditions and the proper algorithms. §

* swam =

Algorithm DataBase.- contains a large database of algorithms from developed applications

Programming Module.- The user can build the complete image analysis software upon the basis

of the suggested algorithms or its personal experience. E
(»]

On-line Test.- In order to select or modify the current algorithm. :
)
=

3 -
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1 Light intensity I S5x Sx 3x ax
2 Lifetime 1. 2x 2x x Sx
3 Response time 1. 1x ax 1x Sx
4 Refrigeration Ia Ix 4x EH In
5 Cost I 3x 2x 3x ax
6 Design flexibility I 3x 3x 1x 5x
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App requires
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Figure 4.25: Process to obtain the mounting configuration
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Xr1
Ym
Zp1

I

0

it
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XorBxx +Yor1Bxy + Zc1Bxz +1x
XcorRyx + YorRyy + ZoiRyz + iy
Xo1Rzx +YouRzy + ZowRzz +iz
XcaRxx +YoeRxy + ZoaRxz +tx
XcaRyx +Ye2Ryy + ZoaRyz + ty
XcaRzx +YoaRzy + ZoaRzz + 1z
XcsRxx + YosRxv + ZoaRxz +tx
XcaRyx +YosRyy + ZosHyz + iy
XcsRzx +YcaRzy + ZesRzz +1iz
XcaRxx +YoaRxvy + ZoaRxz + tx
XcaRyx + YoaRyy + ZogRyz + iy
XcaRzx +YoaRzy + ZcaRzz +tz

(4.8)

(4.9)
(4.10)
(4.11)
(4.12)
(4.13)
(4.14)
(4.15)
(4.16)
(4.17)
(4.18)
(4.19)

The resulting equations system can be solved by any numeric method for example Gauss-
Jordan elimination or Newton-Raphson method, by the end of the solution the 12 variables
values will be known consequently the rotation Matrix and the translation vector could

be built.
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As it is known the development or application of software (programming level), is very variable in
function with the user or programmer, the advantages that many of the devices(logic) have, is that
generally there are a lot of logic structures that in certain arrangement are able to obtain the same
result. As it is impossible to establish a generic rule to establish communication between Vision
System - Control Unit - Robot, a list of common tasks that should be done in order to integrate the
VRT is proposed as follows:

4.4.2 Logic communication

Hardware Application User level
1- In bhase with the hardware
available an it benefits, identify the
communication protocol that s
common  for all systems {Vision
system, Control Unit and Robot).
1.- Define a programming software
which is able to control or command
the port through which the 1

connection will be set,

3.- Identify the communication roles
of each device; define if the device is
going to perform as a client or as a
Server.

4.- Identify the main tasks of the
application and what device is
needed for each one.

5.- In base with point 4, logk for the
software  commands and  alf J
requirements to accomplish every

task, it is highly recommended to use
the User manual of the integration
devices.

§- # oeeded develop certain
h commands or set of commands to
perform the tasks required.
7- Set 3 routine whare the
tommunication between the cliemt
and server is established.
2.- Set a security routine to ensure
safety of the integration.
8- In base with the general
requirements establish an actions l
sequence {Include routines 7 and 8),

10.- ldentify the Input data that will
be needed in order to make the
integration work (once that the
integration has been done}.

11.- What should be done with the
information? Should it be saved or
printed?

12- in base with the general
requirements of the integration and
with points 10 and 11 develop 2
Humar Machine Interface.

Figure 4.29: Tasks fo be realized in order to establish the logic sequence
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4.4.3 Interface

In order to satisfy the components for a HMI according to ISO 9241 (Flores,2005) and in base with
Betsabe (2007), Haley (2005) and Polzer {2006} there are ceriain features that a HMI must include:

o Consider an hierarchical and sequential accommodation of controls and indicators, according
to the relevance and use supposed.

o Consider & visual indicator to show that the HMI is working (real time or simulation)

e It is recommended to group variables of the conirols in order to organize the information that
will be shown in the display.

Consider a spot to store information that could be used by posterior users.

Consider at all time the user environment and define standards

— Use high contrast for primary data {process variabies).
~ Secondary or support data should be smaller.
— Alarms should be easy to recognize using bright colors.

— Be consistent in the use of fonts, symbols, abbreviations, etc.

Betsabe {2007) proposes a flow diagram to follow when designing and implementing a HMI, the
next flow diagram is a modification of it by leading it to the VRT integration:
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@ Program the HMI in reference
ry with points 10 and 11 of the

< logic communication tasks list

Identify the control
and monitering
variables, and the
variable to control.

Make a simulation
test

Consider the same
development
software asin logic
communication task
{point 2}

Satisfactory
results?

Make areal time test

Verify the ports
control through which
the devices will
communicate with
the HMH

I

Satisfactory
resujts?

Figure 4.30: Flow diagram to design a AM1
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4.5 FEvaluation

There are as many as evaluation process as applications of integrated VRT, following the main
purpose of this research and in base with the literature review, the most common and generic
evaluation methods are going to be presented next:

4.5.1 Positioning error

Pauli {2001) proposes an alternative calibration system, and evaluates the positioning error in mil-
limeters in base with the number of training samples, the next figure shows the results table from
his research:

Table 2
Errors of robot hand positioning for alternative system calibrations.
using di¥erent nombers of training senyples

Number of Positioning emor
training samples (AL AT AD (mnn
225 (0.70, 6.09, 0.40)
45 (010, 420, 000

£ {136, .30, 050

Figure 4.31: Positioning error evalnation charg

As it can be inferred the positioning evaluation consists in the measure of the difference between
the coordinates of the robot desired and the real robot coordinates. This difference should be mon-
itored as the same time that another variable is modified (in the Pauli (2001) example, the number
of training samples is the variable modified).

Pena-Cabrera {2005} evaluates the poses obtained by his method and compares them with the
error limits, the next figure shows the chart presented in his research:

Tolerance Error Angie
Zone 1

——Enrof Rz (deg)
Tolerance (deg)

Figure 4.32: Pose error evaluation chart
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Another way to evaluate this kind of systems is the efficiency in the number of correct cycles per-
spective. This method has not to evaluate the whole cycle necessarily, it can also evaluvate just
certain task(s) of it. Balakrishnan (2000) evaluates the efficiency of his proposal in base with the
number of correct assemblies, the results table is shown next:

4.5.2 Efficiency (number of correct cycles)

Tahle 3
Assembiy success rutes

[
”
s
e

Ceur 1

Numbur of corect assemhlies 138 X3 14 12 i
A L Rk w2 w1 1M w2

Figure 4.33: Efficiency evaluation chart

The efficiency can be also represented in percentage terms, this indicator can be easily obtained
by the next formula:

(4.20)

N 3 ¥% of correct tasks
ef ficiency (%) = (# of total tasks nwnitored) (100)

4.5.3 Connection time

Suarez (2009} evaluates the time of connection of robot-control unit module and of camera—control
unit module, this evaluation considers a histogram chart building, the variable that is plotted is the
connection time and it is obtained through the next formula:

Connection time = Confirmationtime — Ask time (4.21)

The following chart is presented by Suarez (2009) where the connection time is evaluated:
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Figure 5.5: Reference points identification
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4,

5.

for:

& Robot there are 2 scenarios.
e Vision system there are 1 scenarios.
s Control Unit there are 3 scenarios

The main task is not performed by the device which performs the major quantity of tasks.
But as the control unit can not be the master device the fact that the Master Device is the

Robot is inherent.

As a conclusion it can be inferred that the Robotic Arm is the Master device, so the integration
type of this integration is a Robot assisted by Machine Vision (In base with Espinosa (2006)).

That fact means that the Robot performs the main task (package) but it needs information from
the vision system(objects localization) in order to successfully execute the main task.

Workpiece Characteristics

Ag it can be seen in the figures 5.11, 5.14 and 5.17 the shape of the objects is mostly prismatic, and
as every type of figure has de same color and shape they can be easily identified, in base with this
considerations any mechanism is needed in order to relocate the camera or the objects.

Tllumination

In this part of the section the Hlumination Type and Technique Selection Software (ITTSS), for the
first step the input data is:

The Parameters ordered by importance:

1.

Orthogonal Planes.- This is the most important parameter due the use of a 3D camera the
image analysis remains on more than one orthogonal plane.

Application Objective.- This parameter is the second in importance, because the light
system should provide the adequate environment for the packaging operation.

Mounting Conditions.- As there is enough space for the integration this parameter has less
importance than others.

Material Characteristics.- In base with the objects of the paclage presented in section 5.2.2
it can be inferred that the material Characteristics is not a high-importance parameter due
the usage of objects which surface is not translucent or excessively shiny.

Options selected for each parameter:

. Orthogonal Planes.- Two or more orthogonal planes

Application Objective.~ Objects identification (which is the base of the packaging opera-
tion).

Mounting Conditions.- Free space.

Material Characteristics.- Shiny Objects.

The result for lumination technique is Diffuse-Lighting:

Development and implementation of a Integration Methodology for Robotic and Vision
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Figure 5.20: Light type result



Figure 5.21: Images acquisition



¥ POS @ipo
¥ POS Bipg
| FOS Bipg
@ POS Spg
W POS2 (1)ipg
¥ POS2 Q) pg
@ POS2 Clpg
@ POS2
| Pos2




|

529.21508098293293
0
0

0 328.94272028759258
525.56393630057437 267.48068171871557
0 1

(5.4)




Figure 5.25: Images acquired for calibration process
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In base with least squares the solution can be estimated as:

ATA.‘.‘L" — ATb - g (ATA)—-I.ATb
This computation was performed in MATLARB, and the result for 2’ is:

~0.0156
0.9924

—8.0753
1.0028

0.0191
N Ry -0.0156 09924 -—0.0753}
and

_ . Cp. _ —
' = 0.0153 S Rpr = 1.0028 0.0191 0.0077

—0.0337
~0.9311
~0.0923
—0.5727
| 0.5278

00153 —0.06337 -—0.9426

-

The mean squared error of this solution is e = 0.0062mts

[T = B e e B Y v

=X

-0
1

Rxx
Rxy
Rxz
Ry x
Ryy
Ryz
Rzx
Ray
Rzz
tx
ty
tz | i

(5.16)

(5.17)

-0.0923
Ctp={ ~0.5727
0.5278

(5.18)

In order to optimize this solution the layoffs points were excluded from the matrix com-

putation, obtaining the following results for six 3D points:

CRp= 1.0076 00203 -0.0146 -~0.5670

—0.0004 1.0026 —0.0627 —0.1025
and ©t 7=
—0.0052 ~0.0445 -—-0.9311 0.5168

Obtaining a mean squared error of e = 0.00087mts

|

(5.19)
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3. Communication roles identification.

The Control unit {PC) will perform as a client and both devices the robot and the camera
will perform as servers, the servers will be listening to any connection, this connection will be
initialized by the Client and will ask for certain information depending on the task that will
be executed.

4. Main task definition.

For the control unit:

» Agk connection with the camera

e Asgk connection with the robot

+ Process image and obtain objects data (z, y, 2, 8} in reference with the coordinate system
of the robot

For the Camera:

# Acquire the scene image.
» Get the depth data of the image.

For the Robot:

s Go to home position.

o Grasp objects to be packaged.
» Execute routine.

5. Commands identification

The following figure shows the way that the integration is intended to interact, in base with
the tasks or orders shown the identification and/or generation of the adequate commands of
each device system is needed.

Develonment. and implementation of a Inteeration Methodoloev for Robotic and Vision



i = Vision system
v 'l e )
l i ! Kinect camera

..
¥ ? -y
Robotic arm ' = :
KA Mate 20010 \ *Ask for connection | 1
‘ *Ask for image 1 1
- acquisition ] 1
] *Detect objects (] 1
l . I.‘J - J l
i @ 1 []
1 v i i
: ‘:‘ *Ask for connection sConnsction response:
*Go home
*0Ob data 2
: I .objects localization = d';?” (o :
: I .Grasp objects :
| “Connection I exscuteroutine s
l response I—- - —— -
| *In home
1 *Status Feedback Control Unit

e ———— Sony Vaio VGN-CS320)



public Bizmag

i

e Ask for image acquisition

SSplarimageni)

Fectangie rect = new Bactangle(d, O, €40, 420);

this.Bop = new B:
Bicmaplata dAta =
L.ReaaPinels(d, 0,

return bEp;

cmap (640, 420);
bap.LlockSite (rect, IeagelociMe

de . Writelaly, System.Drawing.Imaging.Fisel

reat . Forzacl4bpplgb)

£40, 430, OpenTR.Graphice.Cpenil.FiselFformas . Bgr, FixelType.Unsigneddyce, data.Scand):
bmp.Unlockfics (data) }

bxp.Rocateaflip (RocateFlipType.RozacalicnellopyY) :
sotuzeBoxd.lzmage = bup:

e Detect objects

//Blobcounter configuration

this.blaobsimage = ima_gray;//image should be grayscale

int mivw = Convert.Tolntlé(czackBaz9.Value):
int maw = re.TaInclé (czackBazld.Value);
int mih = rarc.ToIntlé (cxackBarilii.Value);
int mah = Convert,.ToInctlé(crackBarll.Value);
this.getblobs = new 3loblocunter():
this.gecblobs . Minkiden = miw;
this.getblobs.MaxWideh = maw:
chis.gectblobs . MinHeight = mih;
this,.gecblobs . MaxHeight = mah;
getblebs.FilrerBlobs = true?
getblobs.Objectslrder = jectaslrder . .Ares;}
getblobs,Processimage (blobsinage)
int nofblobs = gatblobs.Objectslount:
this.cornersinfo = new IncPeant [nofklobs) [):
chis.blabsinfa = new IntPolint[nofblaba)(l:
this.angulcs = new double(nafblobs):
chis.cogs = new InctPoint [nofblobs):
chis.cogacalib = new IntPoint[cogs.Count()]):
this.prof = new double[nafblobs);
labalif.Texc= Convert.ToString(nofblcbs):

ays inirialization (blobs and images)

che images array

(£111
(Aint & = 0; & < nofblabs: i++)

for

[] blobs = getblobs.GetObjectslnformation():
map[] bPlobsimagesarray ® new Sicmap[nofblaobs);

getblobs.Extractilobsimage (blobsimage, blsoks[i], true):
blobsimagesarzay[i] = blobs([i].Image.ToHManagedImage();

Figure 5.44: Objects detection implementation
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e Go to home position A known home position was defined and implemented in a C#
method, the next code belongs to this instruction:

public void nomafigure()
{

STEADG CANE = "JinAstIustion names\"MOVES" time=\"l\">{frams names\"HAME\® xe\"-234" e\ 430" e\ "-14800" alfa=\"-8
mtring canal = “IMSTRUCTION FANUC™)

bytal] bytas = pew byte(text.lengch)s

Systen.Text 2801 IEncoa sncodingl = new Systes.Text.ASCIIEnsoding()|

bytas = sncodingl.OetBytes (text)/

try
L

RI3Co =r.3Lngl Wrize( 1, bytes, 0, RTSCorsAdapoer.Singlacon.TicksWow()):
¥
cateh (Upv.Disca.F3A. FlACrestaldapterfxospt lon)
i

e Objects localization Once that the objects data is obtained in base with the information
provided by the Kinect camera, a method is called in order to grasp each one of the objects,
this method is presented in the next figure:

public void graspoblect (double(] (] coosd, int numess)
t
double(] (] coovde= new dcuble(this.TETRIS.Couwnti) )il
coordes = geords
//vaEify TRAT The ICordinates are ina the safe working zane
if |lesord(numerc) (3] < 0.041 & coord[numera] (3] > ~0.400) & |coord(mumers](i] ¢ -2.300 & cocord[mumerc)[i] > -0.640)
i
cocrds [nunexc] [3] = coord[numezc] [0] * 1000
coorde (nunecc) (3] = cecrd(mumers][3] = 1000r
asorde (numesa] (3] = (coard[numazs)(2]+.130) * 10002

double C = O

MNLESH [RUNAEO)
[}
caze 31
t = cosrd[numerc] (3] = 22.0001;
ereak:
case 1t
e=cocrd|numerc] (3] - 23.000%;
Ereak:
case 2t
t = coordinumerc] (3] « 31.0804s
break:
case 3t
t = coordinamerc] (3] = 22.0001-8;
Break:
case 11
tecoord numers] (3] - 22.0001+90;
break;
defaults
break;
i

string X =
string ¥ =
stsing & =
string theta =

warz.ToString (coord [numers] [01) 2
wert.ToString (coord{numerc] [1])2
ToString (eoord [aumera) [3])
wrt.ToSczang(ci?

char(] delimit = new char(] ( *.* }t
string{] cadenss = x.¥plit(delimic)s
string(] cadenasd = y,Splic(delimic);
scring(] cadenasd=~ z.Splic(delimit):
string(] angulo = ctheta.Split(delimic))

string xfanuc = cadenas[d] = =, « cadenas[i}:
string Yyianug = cadenasl[3d] + *,* + cadenasl(i):
string sfanus = cadenas3d(0] = =, " = cadenas3i);
string tfenco = angulo(d] = ", = angula(ils

STring TENC = "LInSTruction name=\*MOVES\" times\"i\">cframe names\"HAME\® x=\""sxfAnucs"i" y=\""syfanuce™\® ze\"e
string canal = *INSTRI: CH_FANTC":

byce(] bytes = nev byte[text.length]:

Syscen.Tent ,ASCITEncoding sncodingl = new Systen.Tent.ASCIIEassaing()}

bytes = encodingi.decBytes(Texc)y

try
i

TSCorekdapter.Singlaton.Mzice(canal, bytes, 0, FTiCoreddapter.Singleten.Ticks¥ow()):
]
cateh (Upv.Disca.Fih.FiiCre=aceianpt
1)

]
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Figure 5.47: Objects assembly method
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6. Cormununication sequence

The following diagram shows the ideal communication sequence for this integration:

3D camera
{Server)

1
3

tonnect ——

Robotic arm Control Unit
(Server) {Client}
i !
! H
i ;
P connect --—E
- ready
ready ——»
i
1
e Go home :
j
i
; ok
i I I Capture
! : scene
% +— ok
I
]
' Detect
i ; objects
1
! j
E i # of
| it objects
i {x,2,8)
P Grasp .
objects ;
1
ok — L
|
1
- < Execute i
routing |
i
1
1

\

Figure 5.48: Ideal communication sequence in the VRT integration

As it has been mentioned the “Robot Logico” application was used in order to perform the
integration, as this application does not support a function to indicate if the robot has reached
the degired position, the communication sequence had to be changed, instead of sending a sign
when the robot iz in the desired position, the integration wait a certain number of seconds

before & new motion instruction is sent, this change is shown in the next figure:

Development and implementation of a Integration Methodology for Robotic and Vision
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Roboetic arm Controi Unit 30 camera
{Server) {Client) {Server)

1
]

connect —»
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< connect ——
<——— ready
|
ready — E
1
! ;
14— Go home - {
| |
Wait “n” o '
| seconds )
: a Capture !
: : scene I l
I
! +“— ok |
i |
t
: Detect >
| | objects
i
| I
I
E : # of
| .
{ g—— oObjects :
§ . (%%,2,6) ;
¢ rasp 1 !
objects i !
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Wait “n I i E
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|
| |
i Execute E
routine : !
| a
| i
| L]

Figure 5.49: Communication sequence implemented in the VRT integration

Interface

The interface was designed in C#t platform, this platform allow to create controls and configure
their methods and functions, the next image shows the interface designed for this application:

Development and implementation of a Integration Methodologv for Robotic and Vision



Hierarchical and sequential accommodation

¥ Pacnage |
Pumage J

[out

-

== D

! Visual indicator




0~

& -
T T

&
T

Number of repetitions

"x" Coordinate Distribution

Standard desviation = 8,0552e-004
Median Value= 0.047223526 m

0045

i
[T 008 T

0%
"x" value(m)

[T



number of repetitions

I
0 (9 0 Dt 0095 005

“y" value (m)

Figure 5.53: "y” coordinate distribution(50 acquisitions)

_ "z" Coordinate Distribution
| RESULT
G StandardDesviation=0 00148841799369
| Median value=0 890727908 m
@
s |
=
8, x
g |
k-]
1 ISL
'8 |
§ |
z 104
|L- I
oo o ome | 0ms om 0w o osI oM
"z" value (m)

Figure 5.54: 72" coordinate distribution(50 acquisitions)

b . # of correct tasks
ef ficiency (%) = (# of total tasks monitored

) (100) = -1% (100)=90% (5.2






=

Color Filter
5w of P pecen s be Smactes

Y w14
Vamos w2

Ve g 14

Mamrue mage 200




124 Chapter 5. Case of study: Implementation of a Integrated VRT system

Development and implementation of a Integration Methodology for Robotic and Vision

Manhenalamins



Chapter 6

Conclusions and Future work

6.1 Conclusions

In this research a generic methodology to integrate Vision and Robot Technologies is presented,
this methodology is intended to provide generic rules and steps that “must” be followed in order to
establish a integration between these two technologies, The methodology established is compound
by five principal steps which are divided in sub-steps according to the nature of the topic.

The methodology includes hints and recommendations for the most important manufacturing
processes where this integration is applied, even though, this methodology is flexible to be adequate
to another process, preserving the majority of its applicability, also the structure of the methodology
allows to focus it into a certain process of interest, this focusing action will considerably change only
one of the five stages proposed.

The methodology presented was validated through its application in a case of study, the method-
ology evaluation is considered as satisfactory because its application allowed the adequate and suc-
cessful integration of a vision system and a robotic device which performed an automatic packaging
process.

The application of this methodology can be considered as the first step in order to establish a
standardization of this type of integration, where certain activities and parameters can be easily
defined for the majority of the processes or operations that involve the vision robot integration.

The main limitation of the methodology presented is:

¢ Due the great diversity of manufacturing processes that include VRT the methodology part
regarding to the application objective can not be applied in every kind of process, and including
all the processes is not an option, so the three principal applications were considered in order
to establish this part of the methodology.

6.2 Future Work

e One of the potential research lines is to implement all the steps proposed in the methodology
in a knowledge-based software application in order to facilitate the VRT integration to the
user.

o In “Integration Objective” stage more detailed information can be included in order to “ensure”
that most of the VRT applications are included in the methodology.

o In “INlumination” and “Camera Mounting” steps, information of commercial devices can be
added, including suppliers information and specifications. With this not only a illumination
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technique, light type or a mounting configuration will be suggested, also a set of commercial
devices that fulfill the requirements could be available.

Develobment, and imblementation of a Integration Methodologv for Robotic and Vision
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Appendix A

Illumination Type and Technique
Selection Software (ITTSS)

The next figure shows the principal window of ITTSS:

sy Diumenation Type & Technique Selection Software (ITTSS) =i

File

Importance 5
PG arameters
Onhogonal
Pares

Maena
Charactensbcs

See al techrwques Select Ligit Type

Figure A.1: Illumination Type and Technique Selection Software

The following images show the performance of the software, the first step is to assign importance
factor to each one of the four parameters available. If the user assigns an incorrect importance factor
(from 1 to 4), the software will pop an information window:

131



132 Chapter A. Tllumination Type and Technique Selection Software (ITTSS)

% Diumination Type & Technique Selection Software (ITTSS

File

Importance

from1to 4 Parameters

1 Orthogonal

3 The importance should be from 1 to 4 and importance factors can not be the
same for different parameters

TECNOLOGICO
DE MONTERRE

See al technques Select Light Type

Figure A.2: Importance assignment error

When the importance factors are ok, the system will let it know, and the “Parameters validation’
button will be enabled:

o5 Blumination Type & Technique Selection Software (ITTSS 2 |

File

Importance
from £ 04 Parameters
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See ol techraques Select Lt Type

Figure A.3: Importance assignment ok

The following step is to select one of the available option for each parameter, the next figure
shows this situation:
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Figure A.4: Selection windows

Once that the options have been selected, and by clicking on the “Parameters Validation” but-
ton, a listbox containing the recommended techniques will be filled, also the “See recommended

techniques” button will be enabled.
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Figure A.5: Result

If the user clicks on the “See recommended techniques” button, a new window will pop up, in
this instance the user will be able to select only the techniques recommended by ITTSS, in the left
side of the window is a picture showing the configuration of the technique and a text box containing

relevant information about the technique.
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Figure A.6: Detailed information about the technique

If the user wants to check all the techniques out, there is a “see all techniques” button, which
will show a window where all techniques and their information will be available.
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Figure A.7: All techniques information window

In order to select the light type, the user should click on “Select Light type” button, and a
new window will appear, in this window a importance factor should be set for each one of the 6
parameters shown, (if the user assigns a different factor the system could not continue)
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Figure A.8: Importance assignment error

Once that the importance factors have been assigned and by clicking the “Go” button, a score
for each light type will be shown under every Picture, the best score will be in blue color:
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Figure A.9: Result for Light Type

The next figures show additional information of the ITTSS:
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Figure A.10: Help window
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Figure A.11: About ITTSS
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Application User Interface

The following image shows the user interface designed for the packaging operation.

Figure B.1: About ITTSS (cont.)

The functions of the controls is described next:

1. Search Vision Devices.~ This button executes a routine where through a DLL all the devices
connected to the USB ports are identified, and indicates if there is any kinect device connected
to the PC.

2. Kinect Device.- Through this checkbox the kinect device connected is selected as the vision
system in the application.

3. Connect.-Clicking this button creates a new instance of the kinect class, starts and configure
the video and depth cameras and creates an updating thread.

4. DisconnectThis button closes the connection previously opened and abort the thread created
in the ”connect” button
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10.

i1.

12.

13.

14.

15.

Paint Image.-Creates an image corresponding to the kinect data, and displays it in the GL
control added in the interface.

Save RGB.-Saves in a predetermined directory a jpg image corresponding to the data cap-
tured by the RGB camera.

Calibrate images.- Perform a calibration where the process described in section 44 is exe-
cuted and displays in the ” Calibration Result box” the overlap between RGB and calibrated
depth images.

Apply color filter.- Applies an Euclidean color filter (see section 44), using the values of the
R,G,B trackbars and store the image resulting in a determined path.

Initialize robot.- This button send a set of instructions to the robot in order to configure its
velocity, the Tool Center Point and the Home position.

Set depth reference.-This button executes an estimation of the surface where de objects lay
in order to store it as reference for further calculations.

Package 1 and 2.-This checkboxes select which of the two possible packages should be
executed.

Process Image.- By clicking this button the programm process the image and looks for the
type and number of pieces according to the checkbox(12) selected. This procedure displays its
result in the ”Pieces found box”.

Execute routine.-This button sends to the robot a set of instructions which correspond to
the objects grasping and packaging.

Color to be detected.- The R,G,B trackbars sets the value of RGB channels that the
Euclidean filter will utilize in its performance.

Size of the pieces to be detected.-This trackbars set the minimum and maximum of width
and height (in pixels) of the blobs to be detected.
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Appendix C

Tool Center Point Configuration

Six Point Method

The tool center point can be set in the same method as the three point method

Then, set the tool attitude (w, p, r)

Teach the robot so that w, p. and r indicate a given point in space, a point in the positive direction of the X-axis
parallel to the tool coordinate system, and a point on the XZ plane. Also, teach the robot using Cartesian or tool
jog so that the tilt of the tool does not change

Figure 3-27. Six point method

[

Positive direction of the Z-axis

Positive direction of the X-axis

to the tool coodinate systen

X

Direct list method
The following values can be entered directly. One is the value (x.y.z) of the TCP position. The otheris the rotating
‘,m)l-:- (wp r), which $;»‘ar|fn?<, the tool frame orientation around the x- y-and z-a xis of the mechanical interface

frame

Figure 3-28. Meaning of (w, p. r) used in direct teaching method
T

Xm, Xt Xm
Xt

Ym, Yt

Xm, Ym, Zm Mechanical interface coordinate system
X, YL 2t Tool coordinate system

Figure C.1: TCP Configuration
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b When all the reference points are taught. USED is displayed. The tool frame has been set.

_ SETUP Frames ___ JOINT 30 %
Tool Frame Setup/ Six Point 1/7
Frame Number: 2

X: 200.0 Y: 0.0 Z: 255.5
W: -90.0 o 0.0 R: 180.0
Comment T00LZ|
Approach point 1: USED
Approach point 2: USED
Approach point 3: USED

Orient Origin Point: USED
X Direction Point: USED
Z Direction Point: USED
| Active TOOL SMNUTOOLNUM[1]=1
[ TYPE | [METHOD] FRAME

7 Press the PREV key. The too! frame list screen is displayed. You can see all the tool frame settings

(PREV|(L\| [ SETUP Frames _JOINT 30 %
S Tool Frame Setup/ Direct Entry 2/5
X Y z Comment
_1: 100.0 30.0 120.0 TOOL1
[3: 200.0 0.0 255.0 TOOL2
3: 0.0 0.0 0.0 PRrEYEpRavESS
4: 0.0 0.0 0.0 FEEIENTEVEEN
5: 0.0 0.0 8,0 TrEIREARessEN

Active TOOL SMNUTOOLNUM[1]=1
[ TYPE | DETAIL [OTHER | CLEAR SETIND

8 To make the set ool frame effective, press F5 (SETIND). then enter the frame number
]

CLEAR SETIND

‘F5§‘?"‘

(A CAUTION

To make the set frame effective, move the cursor to the desired frame and press F5,SETIND

NOTE To select the number of a coordinate system 1o be used, the jog menu can also be used. See Section

522 !‘,”,z;',f;;*:; the robot jog feed

e
! A CAUTION

After all coordinate systems are set, the setting information should be saved in external storage (floppy

disk, for example) in case the information needs to be re-loaded. Otherwise, the current setting
information will be lost when it is changed

) delete the data of the set frame, move the cursor to the desired frame and press F4,CLEAR

CIFAR  SETIND

Figure C.3: TCP Configuration (cont.)
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