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The digital transformation has profoundly affected every facet of human life, with technological advancements potentially reshaping the economy, society, and our daily living and working modalities. Artificial Intelligence (AI), particularly Generative AI (GAI), has emerged as a pivotal disruption in education, showcasing the capability to produce diverse and context-relevant content. Generative Artificial Intelligence (GAI) has revolutionized natural language processing, computer vision, and creative arts. Large language models (LLMs) like GPT-4 and Open Assistant and tools like DALL-E and Midjourney for the visual and creative domain are increasingly used for various tasks by students and others with critical information needs. AI presents novel avenues for crafting effective learning activities and developing enhanced technology-driven learning applications in the educational sector. However, integrating AI with a pedagogical focus pose challenge. Education 4.0, which integrates emerging technologies and innovative strategies, aims to prepare new generations for a technologically fluid world. This systematic literature review aims to analyze the use of LLMs in higher education within the context of Education 4.0’s pedagogical approaches, identifying trends and challenges from a selection of 83 relevant articles out of an initial set of 841 papers. The findings underscore the significant potential of LLMs to enrich higher education, aligning with Education 4.0 by fostering more autonomous, collaborative, and interactive learning. It highlights the necessity for human oversight to ensure the quality and accuracy of AI-generated content. It addresses ethical and legal challenges to ensure equitable implementation, suggesting an exploration of LLM integration that complements human interaction while maintaining academic integrity and pedagogical foundation.
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1 Introduction

The impact of digital transformation is felt in all aspects of people’s lives (Zaoui and Souissi, 2020). Recent technological advancements can transform the economy, society, and people’s lives and work (Rosalina et al., 2021). Around the world, there is a growing momentum toward technological and industrial transformation, driven by the widespread adoption of
cutting-edge information and communication technologies (Zhang and Lu, 2021; Glasser-Morales et al., 2023).

Digital transformation has also impacted education, as education needs to meet the demands and challenges of the digital and global society (Miranda et al., 2021). For instance, Suarez-Brito et al. (2022) argue that education must adapt to meet the needs of qualification and skills development in a 21st century with diverse challenges in problem solving along with creative thinking skills (CTS), as a means of long-lasting, significant learning (Forte-Celaya et al., 2021). This transformation is particularly evident in higher education, which has led to significant changes (Udovita, 2020). Factors driving this transformation include the accelerated introduction of emerging digital technologies, the creation of innovative systems for delivering education, revamped economic models, and the evolving educational expectations of a new generation of students who are digital natives (Gillpatrick, 2020).

Higher education institutions are now in a disruptive environment due to digital transformation, marked by new business models and greater interaction with digital technologies (Benavides et al., 2020). A disruptive technology that has demonstrated its potential to develop various sectors like the industry (Angelov et al., 2021) and education is Artificial Intelligence (AI) (Zmyszgova et al., 2020). AI offers a variety of benefits, including personalized learning, increased efficiency, and improved student outcomes (Zhai et al., 2021; Hariri, 2023).

The potential of AI in education is vast. It encompasses various areas that can transform the way teaching and learning are conducted (Shrivastava et al., 2023), creating new opportunities to design productive learning activities and develop better technology-enhanced learning applications or environments (Sanabria-Navarro et al., 2023). The availability of generative AI systems like GPT-4, Open Assistant, DALL-E, Midjourney, and many others has changed the landscape of information acquisition and learning (Biri et al., 2023; Walczak and Cellary, 2020).

The use of GAI has attracted the interest of education professionals, such as educators and researchers, generating significant debate, with particular concern for the correct incorporation of tools such as large language models (LLMs), as these models can perform a wide range of linguistic tasks (Ölku, 2023). From a positive viewpoint, LLMs have the potential to enhance educational efficacy and are perceived as valuable tools in educational settings (Prentzas and Sidiropoulou, 2023). These models offer significant opportunities to improve education through teaching assistance, fostering creativity, democratizing access to educational technology, and adapting to specific educational contexts (Li et al., 2023).

From this scenario, integrating LLMs into education requires carefully considering how these tools can affect teaching and student learning (Huang et al., 2023a,b). Furthermore, it is essential to direct a pedagogical intent when implementing these emerging technologies. The integration of AI, especially LLMs, should not be based solely on excitement for technological innovation or operational efficiency they may provide. Instead, their implementation must be guided by a clearly defined educational objective to ensure these technologies enhance the academic experience. This approach guarantees that integrating LLMs aligns with pedagogical goals and effectively contributes to the teaching and learning process (Sanabria-Navarro et al., 2023).

Thus, the LLM revolution in higher education is creating a critical milestone in research (Huang et al., 2023b). It is necessary to understand which pedagogical approaches can support the correct integration of these LLMs, which should be seen as a complement that enriches the learning process, not as a substitute for human teaching (Bauer et al., 2023). Therefore, this research aims to provide an overview of current research related to implementing LLMs in higher education and to demonstrate their connections with Education 4.0 pedagogical principles. Furthermore, the study aims to outline the challenges and implications of this technology in higher education institutions.

### 2 Theoretical framework

Artificial Intelligence (AI) constitutes a branch of computer science dedicated to developing technologies capable of simulating human reasoning (Fox and Leake, 2001; Deng, 2018; Harika et al., 2022). This field focuses on knowledge as its main object of study, from acquisition to analysis and expression, utilizing these methods to simulate human intellectual activities (Da Xu et al., 2021). Integrating disciplines such as computational science, logic, biology, psychology, and philosophy, AI has made significant advances in areas like voice recognition, image processing, natural language processing, and intelligent robotics, playing a crucial role in social development, work efficiency, labor cost reduction, optimization of human resources, and the creation of new job demands (Zhang and Lu, 2021).

The formal exploration of AI began in the 1950s, specifically during the Dartmouth conference (Sanabria-Navarro et al., 2023), where it was established that "every aspect of learning or any other feature of intelligence can be so precisely described, that a machine can be made to simulate it" (McCarthy et al., 2006). The history of AI, spanning over 70 years, shows a development in stages from the artificial neuron model in 1943 to recent advances in deep learning and voice and image recognition (Zhang and Chen, 2020; Alhwaiti, 2023). Daily applications of AI include spam filters in emails, facial recognition systems to unlock mobile devices, recommendation algorithms on services like Netflix, Spotify, and Amazon (Fontes et al., 2021; Khandelwal, 2023), as well as virtual assistants (e.g., Siri and Amazon’s Alexa), among others. These applications are supported by underlying technologies that enable AI to function (Sikdar, 2018; Brill et al., 2019).

For AI to perform complex operations, it relies on various technologies that contribute to generating intelligence that seeks to emulate human intelligence. Among these technologies are: (a) Machine Learning, which focuses on developing statistical algorithms designed to learn from data and improve performance on specific tasks (Mühlhoff, 2020); (b) Neural networks, algorithms inspired by the structure and function of the human brain to recognize patterns, comprised of artificial neurons (nodes) organized in layers, processing input data through mathematical functions and generating output (Majewski and Kacalak, 2006); and (c) Deep Learning, which is based on neural networks with multiple data processing layers, allowing for higher levels of data abstraction and significantly contributing to voice, image, and natural language recognition (Bengio et al., 2021).

The latest advancements in Machine Learning and Deep Learning have extended traditional data-driven AI tasks, such as predictions, classifications, or recommendations, toward generating unique, realistic, and creative content. The concept of Generative Artificial Intelligence (GAI) emerges as a transformative force in the digital environment (Banh and Strobek, 2023). GAI represents a significant
advancement in AI, focused on creating new and original content, including text, images, music, and videos (Shah, 2023; Zhuhadar and Lytras, 2023).

Deep Generative Models (DGMs) have emerged as a class of Deep Learning models for generating new content based on existing data, creating various possibilities for AI applications (Lehmann and Buschek, 2021). These models are trained to understand complex data distributions, allowing them to produce outcomes closely resembling real-world data (Tomczak, 2022), in contrast to generative models like hidden Markov models or Bayesian networks that attempt to model statistical problems involving time series or sequences (Harshvardhan et al., 2020).

The substantial improvement of DGMs is thanks to Generative Adversarial Networks (GANs), which have shown remarkable potential in generating content close to human production (Liu et al., 2021; Lamba et al., 2023). Among the most notable applications of GAI is the large language model (LLM), specifically designed to understand, interpret, generate, and manage text in natural language on a large scale. The scenario from AI to GAI concepts can be observed in Figure 1.

2.1 Large language models

Large language models represent a crucial advancement in GAI (Kaur et al., 2022). The effectiveness of LLMs is based on their training with extensive textual datasets, enabling them to understand and generate human language in a coherent and contextualized manner (Wang et al., 2023; Whitehouse et al., 2023). Capable of performing a wide variety of linguistic tasks, LLMs stand out as versatile and powerful tools for applications requiring a deep understanding of language (Gan et al., 2023).

These models began to gain prominence in 2017 with the emergence of a range of transformer-based machine-learning models that allow for better performance in language-based tasks compared to previous machine-learning techniques (Perkins, 2023). Google introduced BERT (Bidirectional Encoder Representations from Transformers) in 2018, which used bidirectional training in natural language processing to improve Google searches’ relevance of search results and suggestions (Devlin et al., 2019). This LLM can be fine-tuned with additional task-specific data to perform a wide range of Natural Language Processing tasks, learning complex relationships between words, and better understanding the structure of language (Martin et al., 2023).

In 2019, OpenAI released the Generative Pre-trained Transformer 2 (GPT-2), and in 2020, the Generative Pre-trained Transformer 3 (GPT-3) (Dale and Viethen, 2021). This LLM is described as an AI-powered writing assistant and is one of the most developed and widely known LLMs, noted for its ability to generate coherent and relevant content (Neumann et al., 2023). In the medical field, various LLMs such as BioBERT, PubMedBERT, and ClinicalBERT were developed from BERT, or Med-PaLM, fine-tuned from PaLM. Similarly, ChatDoctor or Hua Tuo are based on Meta’s LLaMa (Huang et al., 2023b).
Due to the staggering popularity of these LLMs, especially OpenAI's GPT-3, teachers and researchers worldwide have begun to evaluate the potential impact of LLMs on education (Cao et al., 2023; Hariri, 2023; Prentzas and Sidiroppou, 2023). Studies have been published discussing ways these intelligent systems can be useful in educational settings (Guleria et al., 2023; Prentzas and Sidiroppou, 2023; Tsai et al., 2023).

In education, LLMs offer significant opportunities to innovate student’s learning process, promoting personalized learning, and democratizing access to knowledge (Gan et al., 2023). Capable of simulating interactive tutoring, these models can provide explanations tailored to the individual needs of each student, thereby improving understanding and retention of knowledge (Akiba and Fraboni, 2023). Moreover, by generating educational content in multiple languages, LLMs have the potential to overcome linguistic barriers, offering valuable resources to a global audience (Snoussi, 2019). This ability to personalize and universalize education access marks a step toward equal educational opportunities for students from diverse backgrounds (Böhm and Schedelberger, 2023).

However, implementing LLMs in in education faces significant challenges, such as ethical, accuracy, and access issues (Raft et al., 2020; Cowling et al., 2023; Crawford et al., 2023). Dependence on these models raises concerns about the truthfulness of the content generated and its impact on the development of students’ critical thinking (Biri et al., 2023; Farah et al., 2023). Ethical questions arise regarding how these systems handle biases and data privacy, necessitating careful regulation to protect users (Al-Hunaiyyan et al., 2020). Moreover, the digital divide underscores an equity challenge, as not all students have equal access to these advanced technologies.

Overcoming these obstacles requires collaboration among educators, technologists, and policymakers, ensuring that LLMs are utilized to enrich the educational experience while respecting ethical and equity principles (Snoussi, 2019).

On the other hand, there are various technical challenges to consider when implementing LLMs in higher education. LLMs are trained on vast datasets to generalize human language, which can lead to imprecise or inapplicable responses in specific contexts. LLMs can produce biased outcomes within this scenario, raising ethical and justice concerns, especially when used in sensitive contexts (Flordi and Chiriatti, 2020). Another study recognized that while LLMs can generate various challenges, such as academic integrity for teachers and students, as LLMs can generate detailed responses and complete essays that could limit the development of soft skills required by new professionals in this era of digital transformation (Kasne, 2023).

Furthermore, it is crucial to strike a balance between the use of this technology in higher education institutions, as the constant use of LLMs may suppress student creativity or critical thinking (Bernabei et al., 2023). Many educators have expressed concern about overreliance and potential inaccuracies of LLMs, highlighting the need for careful planning and effective pedagogical integration (Biri et al., 2023). From this scenario, Escalante et al. (2023) showcase the need to balance human interaction with AI efficiency and explore how to effectively integrate these technologies to enhance student learning in higher education.

To identify effective educational practices and the use of LLMs in higher education, the concept of Education 4.0 has emerged. This approach emphasizes incorporating emerging technologies and innovative strategies to improve teaching methods in higher education. The goal is to prepare students to apply physical and digital resources to tackle current and future social challenges (Miranda et al., 2021). From a pedagogical basis, Education 4.0 proposes an innovative educational system focused on experience, integrating technology to meet the expectations of today’s world, centered on the student (González-Pérez and Ramírez-Montoya, 2022). Therefore, it is considered relevant to delve into this educational approach promoting disruptive technologies such as LLMs.

### 2.2 Education 4.0

Education 4.0 is a modern teaching methodology that focuses on equipping new generations with the skills and competencies required to adapt to a rapidly changing technological landscape (Mukul and Büyükozkan, 2023). This approach emphasizes problem-solving, integrating emerging technologies, and innovative strategies to develop students’ abilities (Matsumoto-Royo et al., 2021; Ramírez-Montoya et al., 2022b). This educational approach promotes emerging technologies in teaching and learning processes (Ciolacu et al., 2019), as its fundamental principles are innovation, flexibility, and adaptability to change (Kovaliuk and Kobets, 2021).

Education 4.0 aligns with the Fourth Industrial Revolution (4IR) through the evolution and reorientation of educational paradigms and innovative pedagogical approaches to meet the needs of a continuously changing technological society (Moraes et al., 2023). From this scenario, Education 4.0 is oriented toward increasing the flexibility of the various actors within the educational system with the support of innovative pedagogical paradigms and the backing of technology to guide the learning process. This integration encompasses connectivity and storage infrastructure, institutional guidelines, organizational procedures, and methods that promote innovation (González-Pérez and Ramírez-Montoya, 2022).

This innovative approach is a response to changes in society and technology in the 21st century, as it can offer advanced solutions to current educational challenges, including the implementation of hybrid and online education models, the use of digital tools and platforms to enhance learning and teaching, and the need for adequate training for teachers and students in the use of these technologies (Sabando Barreiro, 2021). One of the foundations of Education 4.0 is the incorporation of innovative pedagogies, mainly three pedagogical approaches that reflect the growing importance of digital technologies in education and the need for students to take an active role in their learning (Ramírez-Montoya et al., 2022a).

### 2.3 Pedagogical approaches of Education 4.0

Education 4.0 is built upon three pedagogical approaches: (a) Cyberpedagogy, (b) Heutagogy, and (c) Peeragogy (Ramírez-Montoya et al., 2022a). They are important to optimize learning and prepare students for the future, as these innovative pedagogies seek to change how the instructor, student, and resources interact in teaching and learning (Bizami et al., 2023).

Cyberpedagogy aims to connect the educational experience with ICT, considering the significant influence of the Internet and social media on learning. This educational paradigm emerges in response to...
rapid technological advances incorporating technologies for self-directed and interactive learning in a virtual world (Sumarsono, 2020; Rahma et al., 2021). Thus, new technologies seek to foster a virtual learning environment that supports the construction of knowledge and understanding among students, focusing on helping students learn autonomously and collaboratively (Tajudin et al., 2020).

Peeragogy promotes cooperation and collaboration in educational processes, as learning is a social act generated through interaction with others via technology (Revuelta-Dominguez and Pedreira-Rodriguez, 2020). This approach is based on peer learning, where students exchange information and enhance their learning strategies and communication skills to achieve educational goals together (Tajudin et al., 2020). Hence, the main patterns of Peeragogy are motivation, context, efforts of trust and inclusion, problem, solution, justification, and resolution (Rheingold et al., 2014). This approach addresses complex problems requiring multiple responses, achievable only through peer-to-peer pedagogy (Ramírez-Montoya et al., 2022a).

Heutagogy is grounded in humanistic and constructivist principles to foster self-learning practices (Miranda et al., 2021). Technological advancements allow students to explore and learn independently with digital tools and media. Pedagogy principles lead to self-determined learning with student autonomy, capacity, self-efficacy, reflection, metacognition, and non-linear learning (Blaschke and Marin, 2020). It is important to note that the student requires a level of personality, independence, and maturity for solid learning and good understanding. Heutagogy promotes lifelong learning and students’ independence, allowing education to transfer knowledge and foster responsible, honest, and fair citizens for life in the work and social fields (Sumarsono, 2020).

To summarize, Education 4.0 focuses on three key principles. Firstly, it promotes a student-centered approach to learning, emphasizing active engagement. Secondly, it seeks to provide students with real-world contexts, scenarios, and challenges, enabling them to apply their knowledge and skills in practice. Thirdly, it encourages the development of research skills and complex thinking, allowing students to propose innovative solutions to current societal issues. These principles are based on the Heutagogy, Peeragogy, and Cyberpedagogy approaches (Ramírez-Montoya et al., 2022a). A visual representation of these pedagogical approaches is presented in Figure 2.

From the description of the pedagogical approaches of Education 4.0, it is possible to find the relation of the pedagogical principles of Education 4.0 with the implementation of LLMs in higher education since Education 4.0 guides the use of emerging technologies such as LLMs based on the foundation of innovative pedagogies like autonomous and interactive learning (Ramírez-Montoya et al., 2022a). Similarly, current literature regarding the implications of LLMs shows a growing field that requires establishing the outcomes of recent studies and the future directions for implementing these models in higher education.

### 3 Methodology

A Systematic Literature Review (SLR) was implemented using the Scopus and Web of Science (WOS) databases to identify research focused on applying LLMs in the context of higher education between 2018 and 2023. It analyzed how these studies relate to the pedagogical principles of Education 4.0. The main purpose was to understand the interconnection between this emerging technology and the educational paradigm of Education 4.0 to obtain a comprehensive and profound insight within the realm of higher education (Hassan, 2023).

Firstly, we conducted a systematic mapping using the methodological framework that Petersen et al. (2015) suggested to investigate the use of LLMs in education. For example, Bernabei et al. (2023) conducted a case study in higher engineering education to explore students’ perceptions of the utility and acceptance of LLMs. On the other hand, Farah et al. (2023) examined the disruptive impact of LLMs and conversational AI on higher education pedagogy. We recognized that various authors have conducted preliminary studies on higher education and, therefore, conducted a thorough analysis of how implementing LLMs in this environment relates to the pedagogical principles of Education 4.0 in university settings. We followed the methodological guidelines that Kitchenham and Charters (2007) proposed.

This methodology allowed for an examination of how the application of LLMs reflects and enhances the educational approaches associated with Education 4.0 in a systematic and in-depth manner. This methodological approach, previously applied in academic research (Ramírez-Montoya and Lugo-Ocando, 2020; Baig and Yadegaridehkordi, 2023; Fariani et al., 2023), reinforces its validity and applicability in studies related to higher education. Furthermore, this SLR methodological proposal encompasses three specific phases addressing (a) the planning phase (the goal and scope of the research, research questions, search strategies, and inclusion, exclusion, and quality criteria), (b) the implementation phase (search phase, selection process through inclusion, exclusion, and quality assessment through quality, full-paper assessment, and inclusion of documents in SLR), and (c) the result reporting phase (reporting of results, discussion, and conclusions of the study). Figure 3 illustrates the methodology and phases of the research process, adapted from the works of Kitchenham (2004) and Kitchenham and Charters (2007), and each phase is detailed subsequently.
3.1 Phase 1: planning of the systematic literature review

The first phase consists of establishing (a) the objective and scope of the research, (b) the research questions, search strategies, and inclusion, exclusion, and quality criteria. This planning phase was established through the methodological proposal of Kitchenham and Charters (2007) (see Figure 4).

3.1.1 Objective and scope of the systematic literature review

A significant body of research in implementing LLMs has been identified through a systematic literature mapping. It was observed that a considerable portion of the research was focused on higher education. Therefore, this study aims to comprehensively and systematically explore the research field related to implementing LLMs in higher education and analyze its alignment with the pedagogical principles of Education 4.0.

3.1.2 Research questions

The study questions were posed in two dimensions: (a) to establish a broad and structured view of the studies related to the implementation of LLMs in higher education, and (b) to analyze in detail the interconnection between the pedagogical principles of Education 4.0 and LLMs, following the methodology proposed by Kitchenham (2004) and Kitchenham and Charters (2007).

These questions aim to cover essential aspects related to the progress of research over time, the distribution of studies across different regions, the dominant methodology employed, the most significant types of studies, the observed trends in publications, as well as the impact and connection between the pedagogical principles of Education 4.0 and the integration of LLMs. This comprehensive approach aims to thoroughly understand the interplay between emerging educational technology and the contemporary educational paradigm of Education 4.0, thereby contributing to advancing knowledge in this ever-evolving field of study. The Research Questions (RQ) were: (RQ1) How many studies have been published on implementing LLMs in higher education from 2018 to 2023?, (RQ2) Which countries have led the research on implementing LLMs in higher education within Education 4.0?, (RQ3) What research methodologies have predominated in studies on the subject?, (RQ4) What studies have been employed in research on the subject?, (RQ5) What trends and patterns are observed in the studies?, (RQ6) What trends and patterns are observed in the studies?, (RQ7) How do the three pedagogical principles of Education 4.0 relate to using LLMs in higher education?, (RQ8) What has been the impact of integrating LLMs in higher education?, and (RQ9) What emerging challenges must future research address to maximize the potential of LLMs in higher education? (see Figure 4).

3.1.3 Search strategies

Search strategies were established for conducting the SLR based on the following criteria: (a) databases, (b) search string and keywords, (c) time frame, (d) type of document, (e) language, (f) field of study, and (g) document access type (see Figure 4).

Scopus and Web of Science databases were chosen due to their broad recognition and prestige in the academic and scientific community. The choice of these platforms is based on their ability to
provide access to a wide spectrum of quality academic literature, which is essential for an exhaustive and relevant exploration of the field of study (George Reyes and Glasser-Morales, 2021).

Two main search strings were established to conduct the systematic literature review: (a) (“large language model*” OR “LLM”) AND (“higher education” OR “university” OR “college”), and (b) (“artificial intelligence” OR “AI”) AND (“large language model*” OR “LLM”) AND (“higher education” OR “university” OR “college”). The adoption of two search strings is based on the principle of comprehensiveness, which is fundamental in the systematic review methodology, to minimize the risk of omitting relevant studies that could significantly contribute to the proposed research objectives.

The search string (a) (“large language model*” OR “LLM”) AND (“higher education” OR “university” OR “college”) was focused on identifying studies that explicitly mention “large language models” in combination with terms related to higher education (“higher education,” “university,” and “college”). The purpose of this string was to obtain literature that directly addresses the implementation and impacts of LLMs within higher education institutions, ensuring that the selected studies are directly relevant to the focus of the analysis. On the other hand, the search string (b) (“artificial intelligence” OR “AI”) AND (“large language model*” OR “LLM”) AND (“higher education” OR “university” OR “college”) was established to identify studies that consider the influence of AI to provide another perspective not directly limited to LLMs, in higher education. This approach increases the likelihood of retrieving all pertinent studies and strengthens the integrity and depth of the literature analysis.

To define the time frame of the review, the range from 2018 to 2023 was selected, considering that Google launched the first LLM (BERT) in 2018 (Perkins, 2023). This interval covers the initial advancements and current trends in LLMs in higher education. Eligible documents were defined as research articles, systematic literature reviews, methodological papers, meta-analyses, conference proceedings, and papers. Two languages, English and Spanish, were selected for document selection. Furthermore, open and restricted access documents were selected to consider the study’s importance. On the other hand, the field of study delimited for the SLR was Education (see Figure 4).

3.1.4 Inclusion, exclusion, and quality criteria

To ensure a rigorous and focused systematic literature review on implementing LLMs in higher education within the framework of Education 4.0. The inclusion criteria for this study were as follows: (a) the research focus should be on the implementation, use, impact, and challenges of LLMs in higher education; (b) the documents should be scientific journal articles, books, and chapters published between
2018 and 2023; (c) works situated in the field of education should be considered; (d) the documents should be written in English or Spanish; and (e) the studies should be available in open access or through a subscription, ensuring a broad inclusion of relevant literature.

This review applied exclusion criteria to ensure that only relevant and significant studies were included in the analysis. The criteria included: (a) Thematic Relevance—studies that did not directly focus on the implementation or impact of LLMs in higher education were excluded to ensure that the analysis focused on the key topic of interest; (b) Type of Publications—conference proceedings; congress memories, regulatory documents, or publications were excluded as they were deemed less reliable sources of information; (c) Publication Period—works published outside the time range of 2018–2023 were excluded to maintain the relevance and timeliness of the review; (d) Disciplinary Relevance—only documents related to the specified disciplines of interest were included to limit the analysis to significant contributions to the field of study; and (e) Language and Duplication—publications in languages other than English or Spanish and duplicate documents from the same research were excluded to ensure the quality and uniqueness of the data used in this review.

The Quality Criteria have two main aspects. Firstly, the contribution to the field means that the study must significantly contribute to understanding the implementation and impact of LLMs in higher education, particularly regarding the principles and challenges of Education 4.0. Secondly, methodological rigor means that the coherence and appropriateness of the research design, methodology, analysis, and discussion of results will be key criteria for assessing the quality of the included studies.

3.2 Phase 2: implementation

The implementation of the SLR involved following the study selection and quality assessment procedure established in the planning phase. This process entailed an adaptation of the three stages of the selection process by Kitchenham and Charters (2007): (a) study search, (b) study selection, and (c) quality assessment, culminating in the documents included for analysis in the systematic review. It is recognized that this methodology establishes a flexible selection process that has allowed each systematic review to be customized to address specific research objectives and unique contexts, thereby ensuring the relevance and applicability of the results obtained (Kitchenham et al., 2010; Ramírez-Montoya and Lugo-Ocando, 2020; Santos et al., 2020; Pizard et al., 2021; Baig and Yadegaridehkordi, 2023; Fariani et al., 2023) (see Figure 5).

During the search phase of the study, 841 documents were retrieved through the two search strings across the selected databases: Scopus ($n = 178$) and Web of Science ($n = 663$). For the Scopus database, the first search string [TITLE-ABS-KEY ("large language model" OR "LLM") AND TITLE-ABS-KEY ("higher education" OR "university" OR "college")] yielded 175 documents. The second search string [TITLE-ABS-KEY ("large language model" OR "LLM") AND TITLE-ABS-KEY ("higher education" OR "university" OR "college") AND TITLE-ABS-KEY ("artificial intelligence" OR "AI")] yielded 113 documents. Between the two search strings, 288 initial documents were obtained. Through the platform, an initial screening of duplicate documents from both search strings was performed, saving the searches and downloading the final list with 178 documents. For the Web of Science database, the first search string considering all fields $\text{ALL} = ("\text{large language model}^*\text{ OR } "\text{LLM}^*\text{ OR } "\text{higher education}^*\text{ OR } "\text{university}^*\text{ OR } "\text{college}^*)$ resulted in a total of 663 documents. The search string $\text{AL} = ("\text{large language model}^*\text{ OR } "\text{LLM}^*\text{ OR } "\text{higher education}^*\text{ OR } "\text{university}^*\text{ OR } "\text{college}^*)$ AND $\text{AL} = ("\text{artificial intelligence}^*\text{ OR } "\text{AI}^*)$ resulted in 203 documents. 834 documents from the two search strings were considered at the beginning of the identification. A list was created in WoS, resulting in a final list of 663 documents between the two search strings.

In the selection process, inclusion and exclusion filters were applied considering the document type, language, frequency, and duplication in the initial base downloaded from both databases. In this initial phase of the selection process, 212 documents from both databases were filtered out, resulting in an initial base of 629 documents without duplicates, in Spanish and English, and with the correct type of document to assess relevance to the topic through title, abstract, and keywords. 182 documents considered relevant to the topic were included, and 447 documents were excluded. Subsequently, quality criteria among the 182 documents were considered, assessing if these studies had a significant contribution to the understanding of the implementation and impact of LLMs in higher education, especially about the principles and challenges of Education 4.0 and whether the coherence and appropriateness of the research design, methodology, analysis, and discussion of results would be key criteria for evaluating the quality of the included studies. A final base of 101 documents was obtained through quality criteria, and 81 were excluded. The 101 documents were evaluated through a full-text analysis.

It is important to emphasize that the exclusion of articles after applying inclusion and exclusion criteria was carried out through a rigorous process detailed in the document. The exclusion criteria were established to ensure that only relevant and significant studies were included in the analysis. These criteria included thematic relevance, type of publications, publication period, disciplinary relevance, and language and duplication of documents. Only those documents that directly focused on the implementation or impact of large language models (LLMs) in higher education were included, excluding those that did not directly address this topic to maintain focus on the key interest of the study.

In the quality assessment stage of the documents, 83 documents were obtained, and 18 documents were excluded. The quality evaluation of the documents considered a more detailed quality analysis that included reviewing abstracts and checking for significant contributions to the topic. The selected documents were analyzed in detail to respond to the research questions, ensuring that they reflected a deep and systematic understanding of the application of language models in higher education. These rigorous methods ensured that only the most relevant and high-quality studies were considered, allowing for a reliable and relevant evidence synthesis in the emerging field of Artificial Intelligence in higher education. At the end of the implementation phase, 83 documents were included to conduct this SLR (See the selection process at the link: https://bit.ly/selectionprocessLLM).

A database was created using Excel, containing information from various documents arranged alphabetically according to fields such as...
the database, author(s), document title, year, type of document, journal or publisher, DOI, abstract, keywords, language, and access type. The analysis of the documents to answer the research questions determined in the planning phase was initiated, as shown in Figure 2. The database was divided into 11 columns related to bibliographic data and five columns to answer questions and provide an overview of the theme. You can access the bibliographic database at the following link: Database.

The analysis results of the general overview of the theme were conducted through Tableau\(^1\) to visually identify the data obtained from the thematic area questions (RQ1, RQ2, RQ3, RQ4, and RQ5). Additionally, VOSVIEWER software\(^2\) was used to obtain the bibliometric network of the abstracts, keywords, and authors to identify trends and patterns of studies on the theme (RQ6). On the other hand, the documents were explored through MAXQDA 2022\(^3\) to maintain an exhaustive and structured bibliographic analysis of the data (RQ7, RQ8, and RQ9).

4 Phase 3: reporting results

In the third phase of the SLR, the report of the results was prepared based on the nine research questions. This report is structured into (1) introduction, (2) method (Phase 1: Planning of the review and Phase 2: implementation), (3) results (Phase 3: reporting of the results), and (4) discussion and conclusions.

4.1 How many studies have been published on implementing LLMs in higher education from 2018 to 2023?

To respond to this inquiry, an exhaustive analysis of 83 selected documents was performed, evaluating aspects such as the type of document, access to it, and year of publication to outline a comprehensive panorama of the scientific production around the topic of study. It is crucial to highlight that this analysis covered 2018–2023, based on the bibliographic identification that the first Generative Pretraining Transformer (GPT) model was introduced by OpenAI in 2018 (Laato et al., 2023).

A detailed examination of related academic production reveals that in 2023, the highest volume of publications relevant to the topic was registered, totaling 81 documents. Generally, there is a marked preference for open access, with 70 research studies available under this modality, compared to 11 studies with restricted access. Although the initial launch of GPT dates back to 2018, it was not until 2022 that its application was significantly extended to the general public (Kuramitsu et al., 2023). This preliminary review of the works conducted in 2023 shows a substantial increase in research on the theme, especially highlighting those studies focused on LLMs in higher education (see Figure 6).

---

1. tableau.com
2. vosviewer.com
3. maxqda.com
4.2 Which countries have led the research on implementing LLMs in higher education within Education 4.0?

The analysis of the geographical distribution of studies related to the implementation of LLMs in higher education shows a significant concentration of research in the United States \((n=24)\). It should be noted that two studies were conducted from a global perspective in the analysis. It is important to acknowledge that 12 studies had an international focus. In six of these studies, research was conducted in the United States and other countries such as Australia, Canada, Singapore, Ireland, Egypt, Chile, and China. Therefore, the United States shows significant participation, with multiple entries throughout the database, indicating a strong influence in this research field. Hence, they were not counted in the analysis by countries. On the other hand, Australia \((n=8)\) also features prominently, with several contributions, demonstrating its leadership in the Asia-Pacific region. Subsequently, Canada \((n=7)\) holds third place in producing studies on the topic (see Figure 7).

To delve deeper into the subject, performing an analysis by region is relevant. In America, two main countries with contributions to the topic, the United States and Canada, were previously mentioned. Thus, a predominant concentration in North America is revealed. However, the panorama changes about Latin America and the Caribbean, as studies focused on the topic were only located in Antigua and Barbuda, Colombia, and Chile \((n=1)\). From these results, a disparity in the scientific production of LLMs in higher education in the American continent is identified (see Figure 7).

In the European region, Germany is identified as the leading researcher on the topic \((n=9)\). Although the number of studies is less than in the country leading the research on the topic, a strong research concentration in this region is identified, as studies are observed in several European countries. The United Kingdom, Spain, and Ireland \((n=3)\) hold second place in academic production on the topic in Europe. Meanwhile, Norway and Poland \((n=2)\) show moderate interest, and Austria, Switzerland, and Finland have produced studies on the topic. Likewise, countries in Southern and Eastern Europe, such as Italy, Croatia, Serbia, Bulgaria, Greece, and Turkey \((n=1)\), show participation in LLM research, albeit to a lesser extent. This indicates a diversified panorama in Europe regarding LLM research, with Germany clearly at the forefront, followed by significant participation from the United Kingdom and Ireland and various contributions across the continent. This also reflects curiosity about the topic with 23 studies in 2 years of public use of these LLMs (see Figure 8).

On the other hand, Asia has shown a greater production of studies on the topic, with India leading the continent \((n=5)\). Japan and the United Arab Emirates are second \((n=3)\). China, Malaysia, Singapore, Oman, and Saudi Arabia are in third place \((n=2)\). Finally, Hong Kong, Taiwan, Vietnam, Indonesia, Qatar, and Jordan show initial interest in exploring the topic \((n=1)\). In Africa, only Egypt \((n=2)\), Tunisia, Rwanda, and Botswana \((n=1)\) have researched LLMs (see Figure 8).

4.3 What research methodologies have predominated in studies on the subject?

To answer the question, six categories of methodologies found in the studies were established: (a) quantitative methodology, (b) qualitative methodology, (c) mixed methods, (d) conceptual paper or literature review, (e) experimental methodology, and (f) design methodology. The analysis results show that quantitative methodology has been used in 27.71% \((n=23)\) of the studies, indicating a preference for approaches that rely on collecting and analyzing quantitative data. Mixed methods come in second place \((n=21)\), as 25.30% of the studies adopted a mixed methodology. In third place is a qualitative methodology \((n=18)\), with 21.69% of the studies. It is important to acknowledge that there are 16 studies related to literature reviews and conceptual works (19.28%). Although most studies sought to implement LLMs, a significant portion focused on synthesizing and analyzing existing literature to construct a robust theoretical or conceptual framework regarding the topic. It should be noted that four studies chose to use experimental methodology (4.82%), and one study was based on design methodology (1.20%) (see Figure 9).

4.4 What studies have been employed in research on the subject?

The review of the 83 documents considered 11 categories of study types: (a) experimental studies, (b) case studies, (c) literature reviews,
(d) descriptive studies, (e) exploratory studies, (f) comparative studies, (g) design and development studies, and additionally found (h) experimental and descriptive studies, (i) experimental and comparative studies, and (k) Delphi method. The predominant studies related to the topic were experimental studies, with 22 research studies, which is equivalent to 26.51%. Subsequently, research guided by case study guidelines was identified, representing 20.48% with 17 studies. Following that, 15 literature reviews (18.07%) were identified. On the other hand, the analysis found nine studies (10.84%) from a descriptive design, highlighting the importance of observing the topic. Regarding descriptive studies, five studies combined exploratory and descriptive approaches (6.02%). There were six exploratory studies only (7.23%). Additionally, four experimental studies combined with descriptive ones were identified (4.82%), as well as two comparative studies (2.41%). Finally, the least frequent approaches, such as the Delphi method, design and development, and comparative and experimental studies, were found in only one research (1.20%). From a general analysis, a diversity of approaches reflected in the research on LLMs in higher education can be identified, with a significant tendency toward experimental and case studies (see Figure 10).

4.5 What sample sizes are observed in studies on the subject?

In order to address the issue of sample size, the study established six different ranges, ranging from 1 to 50 to more than 250. The significance of this question lies in the fact that the size of the study population affects both the breadth and the potential applicability of the study's results. Out of 83 documents reviewed, 46 did not provide information regarding the sample size. These documents focused on non-empirical data such as literature reviews, theoretical analyses, design studies, technological evaluations, or conceptual discussions, which did not require a sample of participants. Although these 46 documents are important for theoretical development, knowledge synthesis, and topic evaluation, they should have been considered when analyzing the sample size. As a result, the question was answered based on an analysis of 37 studies.

The analysis results show that sample sizes exceeding 250 subjects represent 38.89% of the studies ($n = 14$), highlighting a predominant focus on quantitative research, complementing the results of the types of methodologies where studies oriented toward quantitative methodology were predominant. Secondly, nine studies of 1–50 participants (25%) were identified; in third place, seven studies with sample sizes of 51–100 (19.44%) were located. These data may be reflected in qualitative or mixed methodologies, representing the studies' second and third predominant places (see Figure 11). Finally, only four studies had samples within the ranges of 151–200 ($n = 2$) and 201–250 ($n = 2$) (see Figure 11).

4.6 What trends and patterns are observed in the studies?

A bibliometric network analysis was conducted to identify the trends in studies focused on implementing LLMs in higher education to analyze (a) the keywords and (b) the titles and abstracts of the documents by VOSViewer. The analysis showed a total of 952 items and 13,083 links. The total number of clusters was 47. The most significant term was "systematic review," and a link of this term with "report," "language," "positive attitude," and "vlogging" (red cluster) was shown. Through this result, it can be recognized that this topic
has many documents focused on literature reviews as it is a topic of recent origin. Another interesting cluster (green) is "Student submission," as students have the possibility of automatic evaluation and also the opportunity to inquire and be autonomous learners as proposed in the literature (Prentzas and Sidiropoulou, 2023) (see Figure 12).

4.7 How do the three pedagogical principles of Education 4.0 relate to using LLMs in higher education?

To analyze the documents and link the study findings with the pedagogical principles of Education 4.0, three main categories (a)
FIGURE 9
Comparative analysis of methodological approaches in studies on LLMs in higher education.

FIGURE 10
Comparative analysis of study types on LLMs in higher education.
Cyberpedagogy, (b) Peeragogy, and (c) Heutagogy, and 12 subcategories were established through MAXQDA software.

The analysis of implementing these models in higher education shows that LLMs lead to two key principles of cyberpedagogy: autonomous learning (18%) and collaborative learning (19%). According to Alqahtani et al. (2023), these models can support autonomous learning and provide personalized assessment to the student. On the other hand, LLMs can pose questions for the student...
to continue learning autonomously (Cheung et al., 2023; Sallam et al., 2023). It was also identified that LLMs can support peer assessment (Bauer et al., 2023; Böhm and Schedlberger, 2023). Directly, interactive learning in the studies (15%) is another principle of cyberpedagogy when students exchange knowledge with the model and their peers if these models are used from student-centered pedagogical bases (Chun and Elkins, 2023). It is important to recognize that the most observable pedagogical principles in implementing these models are cyberpedagogy and heutagogy. However, the principles of peeragogy were identified less frequently in the analyzed studies (2.1. Context, 2.2. Self-confidence and inclusion, 2.3. Problem and solution). Self-determined learning was the most observable of the five principles of peeragogy (14%), as it was recognized that LLMs can provide immediate feedback and offer a wide range of knowledge to students (Williams and Fadda, 2023) (see Figure 13).

4.8 What has been the impact of integrating LLMs in higher education?

A comprehensive review of the 83 documents was conducted to answer this question. After the qualitative data analysis, eight indispensable categories were classified through MAXQDA. The impact of LLMs in the studies was primarily positive, identifying that the studies show that these models have improved Learning Efficiency and Effectiveness (23%), as models like CHATGPT have helped students to understand better and generate an autonomous learning environment (Dale and Viethen, 2021; Jankovic et al., 2023). Likewise, the studies have recognized that LLMs can be a potential educational tool to complement task and exam assessments without eliminating teachers’ important role in the teaching-learning process (Biri et al., 2023). Another significant impact of these models is that the studies show the potential of LLMs to provide preliminary feedback before supervisor review, which supports the psychological needs of students and improves the quality of feedback from Advances in Automated Feedback code (16%) (see Figure 14).

4.9 What emerging challenges must future research address to maximize the potential of LLMs in higher education?

To identify the challenges higher education faces in implementing these LLMs, a categorization of the 10 main challenges for future research was done through MAXQDA. After analyzing the 83 documents related to the topic, the main challenge identified in the studies was ethical and legal considerations in using AI technologies like ChatGPT, as educational stakeholders show genuine concern for these models’ ethical and legal implications (20%). After analyzing 83 documents related to the topic, the primary challenge identified in the studies pertains to the ethical and legal considerations in using AI technologies like ChatGPT, reflecting genuine concern among educational stakeholders about these models’ ethical and legal implications (20%). Additionally, the importance of adapting educational frameworks to effectively incorporate AI technologies and align AI-generated content with learning objectives is acknowledged (Integration of AI in Pedagogical Content = 16%). Moreover, the findings revealed significant concern among higher education institutions regarding the quality of the content produced by such models (Accuracy and Reliability of AI-generated content = 16%).

This analysis underscores the dominance of ethical and legal challenges and the pedagogical integration of AI as focal points in higher education. It emphasizes the urgency of outlining future research directions to deepen knowledge in these areas, exploring strategies for responsible incorporation of LLMs that balance technological efficacy with integrity and human values (Killian et al., 2023; Moya Figueroa and Eaton, 2023; Vicente-Yagüe-Jara et al., 2023). Furthermore, it is suggested that clear regulatory
frameworks and control mechanisms for producing and using AI-generated content be developed, ensuring its reliability and alignment with educational and ethical principles (Fecher et al., 2023).

To address these concerns, a research agenda is proposed, including the development of methodologies to evaluate and enhance the quality of AI-generated content, strategies to bolster digital literacy among students and educators, and studies examining the long-term impact of AI on learning outcomes (Kostka and Toncelli, 2023; Mills et al., 2023). This comprehensive approach should reflect a synthesis of emerging technology and pedagogy to inform best practices and policies in higher education with AI (Sohail et al., 2023) (see Figure 15).

5 Discussion

The results of this SLR provides evidence that LLMs can play a significant role in enhancing interactive, collaborative, and autonomous learning, aligning with the principles of cyberpedagogy and supported within the framework of Education 4.0. It was found that LLMs can support autonomous learning by 18%, collaborative learning by 19%, and interactive learning by 15%, underscoring their potential as online pedagogical tools to deliver personalized content and real-time responses to student inquiries. This information underscores the relevance of focusing education on the learner and aiding in their comprehensive development, aligning with the findings of Tajudin et al. (2020), who promote transformative learning through pedagogical approaches such as heutagogy and cyberpedagogy. These findings can be situated in various studies of this research, pointing toward a significant integration of LLMs in higher education (Crawford et al., 2023; Dwivedi et al., 2023; Farah et al., 2023).

Although this study focused on finding the interconnection between pedagogical approaches of Education 4.0 and the use of LLMs, this emerging technology can support the development of specific skills and competencies that require exploration, such as critical thinking. Various studies have shown that using LLMs can stimulate critical thinking (Guo and Lee, 2023; Hackl et al., 2023; Sridhar et al., 2023). Specifically, one study explored the potential to enhance equity, personalization, and critical thinking skills (Ivanov and Soliman, 2023). Another study observed that these models can motivate students by allowing them to engage in interactive problem-solving and support the development of critical thinking skills and a deep understanding of the principles behind LLMs, taking responsibility for their use and creations (Kostka and Toncelli, 2023). From this scenario, various studies envision that LLMs present numerous opportunities to enrich learning and instruction in higher education. However, educators and students must know their limitations (Laato et al., 2023). Thus, the vast field of research on implementing LLMs in higher education is acknowledged.

Furthermore, incorporating AI in educational contexts is a fundamental pillar in fostering the advancement of skills based on critical and creative thinking by creating dynamic and adaptive learning environments. Findings indicate a significant increase in students’ ability to tackle complex problems and generate innovative solutions when AI tools are integrated into the curriculum. This progress aligns with pedagogical theories highlighting the importance of stimulating learning environments for developing creativity and critical thinking (Ramírez-Montoya et al., 2022b; Bernabei et al., 2023). In summary, AI offers tools for personalizing learning and catalyzes the development of essential skills in the digital age, thus enriching the educational experience.

On the other hand, the study exhibited that implementing AI technologies in higher education through LLMs poses significant ethical and legal challenges, especially regarding privacy. The results indicate that, despite the perceived benefits, concerns about ethical conduct and legal implications account for 20%, in addition to 14% for information privacy, of the total concerns regarding their full incorporation in higher education. This finding concurs with previous research that highlights the need for implementing stringent regulations and guidelines to protect users from potential harm (Alqahtani et al., 2023), the importance of establishing solid ethical and legal frameworks that guide the incorporation of Artificial Intelligence in educational realms (Al-Hunaiyyan et al., 2020), and the creation of discipline-specific consensuses on the ethical and appropriate application of Large Language Models (Killian et al., 2023; Moya Figueroa and Eaton, 2023; Vicente-Yagüe-Jara et al., 2023). In
conclusion, while AI offers unprecedented opportunities to personalize and enrich the educational experience, addressing these ethical and legal challenges is imperative to ensure a fair, safe, and respectful learning environment. From this context, it can be identified that mitigating these ethical and legal issues can support using LLMs in higher education.

After analyzing the results, it has become evident that educators have a crucial role in the Artificial Intelligence (AI) era. This highlights the need to redefine teaching through technology, transforming educators into facilitators of learning who emphasize pedagogical and emotional competencies. The findings suggest that integrating Large Language Models (LLMs) into the classroom expands educators’ capabilities, enabling them to offer more personalized instruction focused on the critical and creative development of the student (15%) and empowering students to pursue autonomous learning (32%). The research supports this approach, which emphasizes mentoring and personalized guidance as key components of modern education to achieve student autonomy. The role of educators within an educational environment enhanced by LLMs requires careful consideration, focusing on strategies for their adaptation and success. It is necessary to recognize educators not just as transmitters of knowledge but as facilitators of learning, capable of integrating advanced technologies to enrich the educational experience. This reassessment involves continuous training of educators in digital tools and innovative pedagogical methodologies. The educator’s role expands to include mentoring and personalized support, ensuring that technology serves as a complement that enriches and not as a substitute for the human educational process. Thus, integrating LLMs in education involves technological implementation, pedagogical evolution, and professional development.

The quality and accuracy of GAI content are crucial for effective education. Studies by Cowling et al. (2023), Crawford et al. (2023), and Rafi et al. (2020) have highlighted the importance of accuracy, as current research has shown that Language Models (LLMs) can produce inaccurate or irrelevant responses in certain contexts (Floridi and Chiriatti, 2020). While LLMs can provide detailed and relevant information, further analysis and improvement are required to ensure accuracy. Therefore, future investigations are necessary to validate the information generated by LLMs, which accounts for around 16% of the research. To ensure academic integrity in the educational community, monitoring and evaluating the quality of AI-generated content is crucial, as suggested by Biri et al. (2023) and Farah et al. (2023). In conclusion, even though technological advancements have been made, human supervision is still essential to ensure that the educational content generated by AI is of high quality and integrity.

In addition to the ethical and accuracy challenges of implementing LLMs, studies have identified an equity issue, as not all students have equal access to such advanced technologies (Cabero-Almenara and Ruiz-Palermo, 2017; Snoussi, 2019). The digital divide is a significant challenge in implementing LLMs, as students from different socioeconomic backgrounds still face disparities in access to technologies like AI (Dwivedi et al., 2023; Sarker et al., 2023). Moreover, paid LLMs like ChatGPT-4 may limit the free use of high-quality programs for the entire population, resulting in disparities in access, support, usage, and competencies of students, as well as a range of secondary effects (Lacey and Smith, 2023). While LLMs have the potential to offer vast educational opportunities, the reality is that disparity in access to these technologies remains a significant obstacle. Therefore, it is crucial to continue the debate and research on ensuring the benefits of LLMs are accessible to all students, promoting true democratization of education in the digital age.

6 Conclusion

This SLR has demonstrated the significant impact of LLMs in higher education, which aligns with the principles of Education 4.0. These models facilitate more interactive, collaborative, and self-directed learning, promoting access to knowledge, overcoming linguistic and cultural barriers, and emphasizing the importance of personalized learning. LLMs have the potential to enhance pedagogical approaches, improve educational outcomes, and encourage holistic development and student-centered education through advanced technologies.

It is essential to acknowledge the challenges brought about by the rapid evolution of the LLM field and its impact on education. The most critical challenge in the fast-paced integration of LLMs into
education is the ethical and legal issues. It requires thorough regulation and deep ethical reflection to protect students and educators regarding data privacy, informed consent, intellectual authorship, and equity in access. It is imperative to establish robust regulatory frameworks and effective control mechanisms for AI-generated content to ensure its reliability and adherence to fundamental ethical and legal principles in the educational realm. Lastly, despite the challenges, it is crucial to recognize the unparalleled potential of LLMs offer to personalize and enrich the educational experience. Balancing technological innovation with fundamental ethical and human values, human supervision, and guidance will remain crucial to ensuring a fair, safe, and respectful learning environment.

It is important to note some limitations of this study, one of which is the rapid evolution of GAI. This advancement may overshadow the current conclusions, emphasizing the need for constant updates on the state of the art and research surrounding LLMs. It is crucial to continuously adapt to technological advances to ensure the relevance and applicability of our conclusions and recommendations over time. Another significant limitation is the specificity and availability of the analyzed data. The study only focused on applying LLMs in higher education, excluding other educational levels that could benefit from or be affected by integrating these technologies. Future research must encompass a wider range of educational contexts to gain a broader understanding of the impact of LLMs across the complete educational spectrum. This holistic approach will provide valuable insights into how these technologies can serve as pedagogical tools in diverse environments and levels of education.

In conclusion, future research should focus on exploring how advanced technologies can facilitate the development of specific competencies such as emotional, collaborative, complex problem-solving skills, and critical thinking. This study has established a connection between Education 4.0 and the implementation of LMMs in higher education and has shown that LLMs can promote critical thinking skills. However, incorporating LLMs in higher education also poses several ethical and legal challenges regarding privacy. Therefore, studies are needed to develop ethical and legal frameworks to guide the safe and fair integration of artificial intelligence into education. Furthermore, further research is necessary to understand how LLMs change the role of educators from knowledge transmitters to learning facilitators. It is essential to explore how this transition affects pedagogical practices and the professional competencies that teachers need to develop.
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