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#### Abstract

Beyond being a sport, soccer has built up communities. Fans showing interest, involvement, passion and loyalty to a particular team, something known as Fan Avidity, have strengthen the sport business market. Social Networks have made incredibly easy to identify fans'commitment and expertise. Among the corpus of sport analysis, plenty of posts with a well substantiated opinion on team's performance and reliability are wasted. Based on graph theory, social networks can be seen as a set of interconnected users with a weighted influence on its edges. Evaluating the spread influence from fans' posts retrieved from Twitter could serve as a metric for identifying fans' intensity, if adding sentiment classification, then it is possible to score Fan Avidity. Previous work attempts to engineer new key performance indicators or apply machine learning techniques for identifying the best existing indicators, however, there is limited research on sentiment analysis. In order to achieve the Master's Degree in Computer Science, this thesis aims to strengthen a machine learning model that applies polarity and sentiment analysis on tweets, as well as discovering factors thought to be relevant on a soccer match. The final goal is to achieve a flexible mechanism which automatizes the process of gathering data before a match, with the main objective of quantifying credit on fans' sentiment along with historical factors, while evaluating soccer prediction. The left alone sentiments' model could accomplish independence from the type of tournament, league or even sport.
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## Chapter 1

## Introduction

### 1.1 Problem

Sports are unpredictable and constantly changing over time. Even though, sports analytics are becoming more productive in generating datasets based on statistics. Obtaining a set of identical events for detecting patterns on the state of the game is a task difficult to achieve since teams are constantly displaced between divisions, as well as players and staff. Also, in football, common statistics such as possession percentage and pass accuracy could lead to nonrepresentative conclusions when compared to the final score. However, many factors outside the field which are not explicitly extracted from statistics may relate to the results of the upcoming match or affect the rest of the season. Thus, these factors could be contextualize by analyzing fans in Social Networks applying Information Retrieval and Natural Language Processing techniques.

Chen [5], who applied a Convolutional Neural Network for predicting match results by using the player ability indexes as a principal feature, showed the gap between the computer science field and soccer experts. Neural Networks can turn into a black box when providing insufficient guidance on how the model is learning and making it harder to interpret the results from a technical point of view, as well as requiring large sets of data.

Machine learning along with Data Science could provide a better insight into the problem. For example, the Prediction learning model for soccer matches [15] analyzes 200,000 matches gathered from 52 leagues. The Bayesian Model first ranks the team in a ratio of 80/20 where $80 \%$ is the value given to the current season and $20 \%$ on the previous season, and second by the historical probability of the given two teams to win, lose or draw. Some limitations on Data Science are overfitting the behavior of the data and punishing generalization in other disciplines.

Herold [14] reviews several studies that apply Machine Learning for improving the attacking play in football. This summary is oriented either on tracking data or consuming logs from game events, both of them aim to increment tactical knowledge and performance through Machine Learning. Herold criticizes the lack of subjectivity when rating the pass and trajectory quality as good or bad. He also highlights the absence of divergence on those methodologies while excluding psychological and contextual factors, for example, team adaptability and communication.

Chassy [4], from a psychology perspective, proposes the concept of self-organization as
the way dynamics at the local level determine cohesion and coordination at the system level. Chassy defines team performance as how well the organization is working as a team. The formula states that making frequent and accurate passes will acquire possession to generate shooting opportunities. The correlation between passing density and precision fit an $R^{2}$ of 0.99 . The value of this model relates to finding common patterns for addressing different sports.

### 1.2 Motivation

Sports in the contemporary era are characterized by their relationship with new environments and technologies. Also, they promote commercial and economic development through marketing and new businesses. Sports have become a distraction and a lifestyle to contemporary society since they let society find harmony in daily dynamics as a way of entertainment [13].

Lovemarks development through sports marketing [7] declares football as a sport for the multitude because it is accessible to everybody. Bloomberg supports this argument in World Cup Russia 2018 where 4 out of 10 sports fans considered themselves soccer fans, making this sport the most popular in the world. During that year, FIFA had a 4.64 billion dollars revenue, FIFA doubled its earnings when compared to Brazil 2014, where revenue was about 2.1 billion dollars [11].

A very attractive aspect in contemporary sports is fanaticism, which is seen as a cultural niche construction that has solidified the concept of fan avidity. Fan avidity means to the consumer a subgroup that shares beliefs and values, jargon, rituals, and symbolism to express themselves [8]. Fan avidity is part of today's sociocultural structure by organizing hierarchically the closeness between a fan and the sports institution. Another concept for fan avidity is the given intensity of a fan to follow and encourage, which justifies the reason a fan watches a particular team [50].

Football fans have proven relevance in the business world, they have valued the soccer industry at least as a 22.8 billion dollars industry when considering fan engagement [27]. The Union of European Football Associations (UEFA) Financial Report 2018/19 [51] showed incomes around $3,857,191$ ( 000 euros), where $3,787,405$ belong to media and commercial rights, and the rest is due to tickets and hospitality. This amount does not include the day of the event, nor the team's license rights. The same report showed a positive cumulative profit of 1.58 billion dollars for European clubs once they added sponsorship, broadcasting, gate receipts, etc.

On social media, the most popular account for a league is England's Premier League with 32 million followers on Instagram and 41 million likes on Facebook, followed by Spain's LaLiga with 23 million followers and 53 million likes. The amount of followers indicates a football club's popularity, however the number of interactions per follower measures engagement. Even though FC Barcelona and Real Madrid have over 200 million followers, local teams from the south and southeast Europe have shown engagement with more than 10 million followers with 10 interactions each, Liverpool FC and Juventus belong to this group.

Machine learning is an expensive task, where precision relates severely to the amount and quality of the input features, specifically when finding repeatable events in soccer. From a computer science point of view, data scientists lack insight on soccer factors, and what is
learned from soccer statistics may vary in different leagues, tournaments, and other sports. Extracting relevant opinions from soccer experts in Social Networks by applying Graph Theory could clarify model outcomes, as well, reinforce behavioral prediction techniques through sentiment analysis, and consolidate independence in other sports or fields of study.

### 1.3 Hypothesis

A model that reinforces sports statistics with factors outside the field such as sentiment, polarity, and fan engagement, from a graph representation of Social Networks, will generate a higher prediction than the baseline of $50 \%$ accuracy at minute zero.

- Based on Graph Theory, could users' sentiment be evaluated as a metric to score Fan avidity?
- Is Fan avidity a determinant feature when predicting results previous to a match?
- What percentage of successful predictions are obtained, when considering fan avidity as a score of factors as sentiment, polarity, and fan engagement?
- How is the percentage of correctness compared to a model without considering Fan avidity?


### 1.4 Objectives

The general objective of this work is to improve the accuracy of soccer predictions before a match. This is done by identifying the key elements of performance for a team and contextualizing the match through Fan avidity, as well, benchmarking the statistics model against the sentiment model.

- Automate search query gathering from Twitter Standard Search API with a rate of 100 tweets and a window of 15 minutes.
- Automate fixture statistics gathering in API Football with a rate of 5000 requests per day.
- Develop a feature engineering mechanism that weights the team's ranking with a constant operation cost; calculating averages and scoring performance.
- Develop a model that fits soccer key indicators for match predictions.
- Develop a model that evaluates centrality on Social Network users applying centrality measures.
- Develop a model that predicts a match result using features like fan relevance, sentiment, and key soccer indicators with an accuracy above the current research on statistics.


## Chapter 2

## State of the Art

In the early 2000s decade, Sports Analytics has raised as a discipline in Big Data highlighting huge opportunities on Data Science applications. Specifically in Soccer, analytics has being a delayed development, where much of the robust models are found in the 2010s decade. The literature review in this thesis categorizes Soccer Analytics for match prediction under the following items:

- Linear models on performance: oriented on decoding team's performance through regressing some success metric, such as Expected Goals (xG) or goal differential.
- Linear models on betting odds: these models attempt to shorten the error when regressing closing odds to estimate winners.
- Machine learning classifiers: here some variety of models trained with contextual information, for example Sentiment Analysis, and performance team's features are used to classify a match as a win, draw or loss.

Table 2.1 summarizes on how the existing literature can be classify according to the terms designated above, while the last row explains how the work in this thesis is positioned.

### 2.1 Predicting Match Outcomes Using Statistics

### 2.1.1 Regression Analysis (RA) on Expected Goals

Herbinet [12] performed RA on shot-based features to generate an expected goals metric, then the difference between the actual number of expected goals and the expected amount of goals was calculated. Herbinet applied RA on the final score and compared those results to classification models for the home win, draw or away win. The data was collected from 5 top European leagues (English Premier League, French Ligue 1, German Bundesliga, Spanish Liga, Italian Serie A) between seasons 2014/15 and 2015/2016 retrieving in a total of 3800 matches. The highest accuracy on the RA model following the Poisson distribution was $44.6 \%$, while the classification model with linear SVC achieved $51.1 \%$.

Table 2.1: Classification on match prediction literature.

|  | Sport | $\begin{aligned} & \text { Linear } \\ & \text { Models } \end{aligned}$ | Machine Learning | $\begin{gathered} \text { Team's } \\ \text { Performance } \end{gathered}$ | $\begin{gathered} \text { Betting } \\ \text { Odds } \end{gathered}$ | $\begin{aligned} & \hline \text { Contextual } \\ & \text { Information } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Analysis of the winning probability and the scoring actions in the MLS | Soccer |  | - | - |  |  |
| Predicting Football Results Using Machine Learning Techniques | Soccer |  | - | - |  |  |
| Quantifying the relation between performance and success in soccer | Soccer | - | - | - |  |  |
| PlayeRank: Data-driven Performance Evaluation and Player Ranking in Soccer via a Machine Learning | Soccer |  | - | - |  |  |
| Who will win it? An In-game Win Probability Model for Football | Soccer |  | - | - |  |  |
| The harsh rule of the goals: data-driven performance indicators for football teams | Soccer | - |  | - |  |  |
| A profitable model for predicting the over/under market in football | Soccer |  | - | - | - |  |
| Home-field advantage and biased prediction markets in English soccer | Soccer | - |  |  | - |  |
| Exploiting sports-betting market using machine learning | Basketball |  | - | - | - |  |
| The Economics of Football | Soccer | - |  |  | - |  |
| Beating the bookies with their own numbers and how the online sports betting market is rigged | Soccer | - |  |  | - |  |
| Mathletics: How Gamblers, Managers and Sports Enthusiasts Use Mathematics in Baseball, Basketball and Football | American Football | - |  |  | - |  |
| Predicting wins and spread in the Premier League using a sentiment analysis of twitter | Soccer |  | - |  |  | - |
| The Wisdom of the Silent Crowd: Predicting the Match Results of World Cup 2018 through Twitter | Soccer |  | - |  |  | - |
| Analizing Fan Avidity for Soccer Prediction | Soccer |  | - | - |  | - |

### 2.1.2 Winning Probability per Minute

Analysis of the winning probability and the scoring actions in the American professional soccer championship [2] finds the conditional probability of winning a match given a minute. It studied 680 matches in the Major League Soccer seasons 2015 and 2016, by applying PCA it
found relevant components such as counter-attacks and crosses, and performing Hierarchical Clustering showed the distance between teams. Finally, the conclusion, in this league, was that the last 15 minutes are the least reversible on the final score. Similarly, Robberechts [40] shows a statistical metric to calculate sports team's likelihood of winning at any given point in a game. Some of the features used are the current score and the difference in the Elo Ratings of the teams. The findings for the contextual features are that winning duels affect negatively the win probability and red cards decrease a team's scoring rate. Model's performance improves as the game progresses. However, in pre-game, accuracy is lower than $50 \%$.

### 2.1.3 Simulating Rankings

Pappalardo and Cintia performed several studies applying Machine Learning in Football, for example, Player Rank [35] uses soccer logs from 18 competitions in a four-season window. The first phase is an exploratory study for weighting aggregated vector features in a match using classification methods, and learning in an unsupervised way to detect roles on players. Later on, the rating phase computes a scalar between weights and the match's features performed by the player, the final ranking computes a role-based performance rating of a player given a match. On The harsh rule of the goals: data-driven performance indicator for football teams [6] the authors tried to simulate four major European Championships (German, English, Spanish and Italian league) using observational data of 1500 football games. They engineer features such as Pezzali score, and relative performance, this is the difference between teams statistics. The results showed that the highest Spearman correlation between the simulated ranking and the real ranking occurred on the German league with 0.89 , while the least significance happened on the Spanish League with a correlation of 0.66 . These two works are mixed in quantifying the relation between performance and success in soccer [34] taking advantage of Player Rankings at a team level, this research correlates competition's final rankings with its typical performance. The results are evaluated as a classification task on match outcomes, highest accuracy occurs on the french Ligue 1 with $80 \%$ but low correlation of $56 \%$, Italian Serie A showed more stable results with a correlation of $74 \%$ and accuracy of $70 \%$ however those are not simulated evaluations.

A linear model for ranking soccer teams in the Italian soccer 2016-17 championship is proposed by Peretti [37] arguing that the computation of the dominant eigenvalue and its corresponding eigenvector result in the final ordering of the tournament. The matrix from which the vectors are calculated is the square matrix of the coefficients $a_{i j}$. $a_{i j}$ represents a non-negative number showing the results of the game between team $i$ and team $j$. The author also synthesized a teams score. The equation 2.1 of the Score for the ith participant.

$$
\begin{equation*}
s_{i}=\frac{1}{n_{i}} \sum_{j=1}^{N} a_{i j} r_{j} \tag{2.1}
\end{equation*}
$$

Where $r_{j}$ indicates the strength of the team j , and $n_{i}$ the number of games played by team i .
Predicting the Dutch Football Competition Using Public Data: A Machine Learning Approach [49] uses some interesting candidate features such as team was in a lower league the previous year, number of matches coached by the current coach, the team hired a new coach during the previous month, top-scorer suspended or injured, top-assist suspended or injured, days since the previous match, etc. This research extended an evaluation following a season sequence for Dutch Eredivisie Competition 2000-2013. The highest results were achieved
when performing PCA with a Naive Bayes algorithm or Multilayer Perceptron model, however, no more than $54.5 \%$ accuracy was reached. A McNemar's test was conducted but did not prove significance in achieving highest accuracy when using a hybrid model that included betting odds features.

### 2.1.4 Based on Betting Odds

Elaad [10] adapted the Standard Mincer and Zarnowitz Forecast Efficiency Evaluation Framework to prove the incorporation of the home-field advantage in the odds on English football leagues. The author assumes that the prediction error must be equal to the betting market margin. In the end, it is concluded that lower divisions over-predict home wins, and away wins are under-predicted. Beating the bookies with their own numbers [19] studies over 479,440 football matches odds and calculates a payoff given the consensus probability of the match, they adjusted this probability by finding from linear regression the estimated $\alpha$ bias per home, draw, and away win, the strategy was to bet whenever the payoff was greater than zero, they show off an accuracy as high as $44 \%$ and $3.5 \%$ return. Exploiting sports-betting market using machine learning [17] is so far a novelty that creates its predictions through Machine Learning and correlates those with odds, however, it is applied on basketball only, it also proposes a betting strategy between profit expectation and profit variance. On football, Wheatcroft [53] uses linear regression to predict over/under market in football proposing GAP ratings and maximum odds implied probabilities.

### 2.2 Measuring Football Conversations

### 2.2.1 Social Networks From a Graph Perspective

Some research studies, as the one developed by Yan, [55] evaluate the influence of users, represented as nodes, on other entities under the Social Network Analysis around 2017 Champions League. This is performed by calculating a value for each eigenvector by scoring the weight and the importance of the nodes it is connected to. This paper also adds betweenness centrality, which obtains the shortest paths and finds the most repetitive nodes, so that the most influential elements in the network are identified.

Riquelme [39] proposes two new centralization measures for evaluating networks. The model graph is a compound of labels representing the resistance of the actors to be influenced, and the weight of the edges is the power of influence from one actor to another.

The equation 2.2 of the Node activation is:

$$
\begin{equation*}
\sum_{j \in F_{t}(X)} W_{i j} \geq f(i) \tag{2.2}
\end{equation*}
$$

The activation occurs when the sum of the weight of activated nodes connected to $i$, in the set of $F_{t}(X)$ is greater or equal to $i$ 's resistance denoted as $f(i)$.

The equation 2.3 of the Spread of Influence $\mathbf{X}$ is:

$$
\begin{equation*}
F(X)=\cup_{t=0}^{k} F_{t}(X)=F_{0}(X) \cup \ldots \cup F_{k}(X) \tag{2.3}
\end{equation*}
$$

where $t$ denotes the current spread level of $X$, and $X$ is an initial activation set.

The first measure considered is called Linear Threshold Centrality and represents how much an actor $i$ can spread his influence within a network, this by convincing his immediate neighbors.

The equation 2.4 of the Linear Threshold Centrality is:

$$
\begin{equation*}
\operatorname{LTR}(i)=\frac{\mid F(\{i\} \cup \text { neighbors }(i)) \mid}{n} \tag{2.4}
\end{equation*}
$$

The second measure is Linear Threshold Centralization, this defines how centralized the network is, by finding a $k$-core which is the maximal subgraph $C(G)$ such that every vertex has a degree at least $k$.

The equation 2.5 of the Linear Threshold Centralization is:

$$
\begin{equation*}
\operatorname{LTC}(G)=\frac{|F(C \hat{C}(G))|}{n} \tag{2.5}
\end{equation*}
$$

This relation shows that elements outside the core are easier to be influenced.
Kim [21] proposed a formula to address opportunity based on satisfying the fan's requirements. Korean National Football team's comments on the match against Uzbekistan on FIFA World Cup 2018 qualifications were ranked using TF-IDF, which reflects the relevance a word has in the document. After that, a clustering algorithm, such as $K$-Means, was implemented for topic modeling, once the topic was known, it was assigned a satisfaction value given by the Delphi Method.

The equation 2.6 of the Delphi satisfaction expression is:

$$
\begin{equation*}
T S_{i}=\frac{\sum_{j=1}^{j_{i}} C S i, j}{J_{i}} \tag{2.6}
\end{equation*}
$$

$C S_{i, j}$ satisfaction level of the $j$-th post in the $i$-th topic, $T S_{i}$ average satisfaction for the $i$-th topic, and $J_{i}$ total number of post in the $i$-th topic.

### 2.2.2 Sentiment Analysis Applications

Dharmarajan [9] applied the Multinomial Naive Bayes Algorithm into two main classifiers. The first one is oriented towards an objective tone, this model is trained with a self-made dataset of well-trusted sources, and the second one is a subjectivity classifier that can either label text as positive or negative. This last one achieved $79,50 \%$ accuracy over 32,000 instances, while the first one obtained $77,45 \%$ when trained with 86,000 records.

A similar approach is presented by Sajjad [43] who uses the SentiWordNet for acquiring corpus-based and context-based representations for sentiment analysis, where word classification is considered either positive, negative or objective, into a one-dimensional vector. This study compares text feature transformations as unigrams and bigrams by clustering its semantic and statistical similarity. Later on, features are ranked, and those with the lowest scores are eliminated. The author concludes that SVM algorithm obtains better results on the reduced dimensional vector, but when keeping diversity from features the Naive Bayes model has a better performance.

Ljajic [24] proposes a sentiment score by quantifying the logarithmic difference of terms in positive and negative sports comments. Again, sentiment classification is seen as a supervised task that requires creating a domain-specific dictionary and assigning a tag as positive
or negative for each of the terms. The author proposed the principle of logarithmic proportion TF-IDF as a labeling mechanism.

The equation 2.7 of the Polarity compute using TF-IDF is:

$$
\begin{equation*}
t f i d f_{p}=\left(1+t f_{p}\right) * \log _{10}\left(\frac{N_{p}}{N_{t, p}}\right) \tag{2.7}
\end{equation*}
$$

Where $t f i d f_{p}$ is the polarity of the term in positive comments, $t f_{p}$ is the term frequency in positive comments, $N_{p}$ is the number of positive documents, and $N_{t, p}$ is the number of positive documents with term t . The same procedure will be followed for negative ratio $t f i d f_{n}$, where the larger term will be set as a tag.

A methodology, for setting terms as stop words, is also concluded on this research, by finding boundaries due to the logarithmic difference of the terms, on the paper boundaries were set when accuracy stopped improving.

The equation 2.8 of the Logarithmic difference of term is:

$$
\begin{equation*}
\operatorname{Dif}^{L o g_{t}}=\log _{10}\left(\frac{t f i d f_{p}+0.001}{t f i d f_{n}+0.001}\right) \tag{2.8}
\end{equation*}
$$

Jai-Andaloussi [18] aims to summarize highlights in soccer events by analyzing tweets and scoring text sentiment they recommend the deep learning method implemented in Stanford NLP which categorizes comments from 0 being very negative to 4 being very positive. However, as the intention is to obtain the most relevant tweets, the moving-threshold burst detection technique is used.

The equation 2.9 of the Moving threshold is:

$$
\begin{equation*}
M T_{i}=\alpha *\left(\text { mean }_{i}+x * s t d_{i}\right) \tag{2.9}
\end{equation*}
$$

Given 1 as the length of the sliding window at time $t_{i}, N\left(l_{1}\right)$ to $N\left(l_{i}\right)$ where N is the number of tweets, the mean and standard deviation at the time i can be calculated. $\alpha$ is the relaxation parameter, and x is a constant between 1.5 and 2.0. A highlight is defined as $N\left(l_{i}\right)>M T_{i}$.

### 2.2.3 Sentiment Analysis for Prediction

Schumaker [44] applies sentiment analysis based on a combination of 8 models using either polarity, such as positive, negative, and neutral, and tone such as the objective, subjective, and neutral. This research has an odds-based approach that gathers an odds-maker's match balance sheet on demand of the wagers. The sentiment is calculated by normalizing a specific data model against tweets for a particular club and match.

The equation 2.10 of the Normalize polarity is:

$$
\begin{equation*}
\max \left(\frac{\sum \text { Tweets } \text { Model }_{n}, \text { Club }_{1}, \text { Match }_{m}}{\sum \text { Club }_{1}, \text { Match }_{m}}, \frac{\sum \text { Tweets } \mid \text { Model }_{n}, \text { Club }_{2}, \text { Match }_{m}}{\sum \text { Club }_{2}, \text { Match }_{m}}\right) \tag{2.10}
\end{equation*}
$$

When models tested with negative polarity were higher, they could predict a potential loss, whereas models of positive polarity as a possible win.

During World Cup 2018, Talha [48] constructed a database containing 38,371,358 tweets and $7,876,519$ unique users, 9 different machine learning models were trained with the 48
matches on the group phase, and tested to predict round 16, and so on. The features considered for this model are detailed information about the user (number of followers, location, likes count, tweets counts, etc) and the tweet (is it a retweet, reply to a user, retweet count, like count, etc), the highest accuracy obtained was $81.25 \%$ when using a Multilayer Perceptron algorithm with 30,000 epochs.

### 2.3 Machine Learning Definitions

### 2.3.1 Linear Regression

Linear Regression [26] attempts to fit a bi-dimensional space(x, y) in the form of a line by minimizing the summed squared difference between $x$ and $y$. It traduces the Cartesian plane equation $y=m x+b$ to the expression above. The equation 2.11 of the Cartesian formulation.

$$
\begin{equation*}
y=\beta X+\beta_{0} \tag{2.11}
\end{equation*}
$$

Where X is the matrix of predictors, $\beta$ is a matrix of coefficients and $\beta_{0}$ is the constant called bias.

## R-Square

The coefficient of determination $R^{2}$ is the criteria used to know how well is the regression model fit to the data, by assessing the quality of the prediction given a confidence interval, a popular hypothesis test for regression is the upper-tailed F test Analysis of Variance (ANOVA).

The equation 2.12 of the R-Square.

$$
\begin{equation*}
R^{2}=\frac{S S_{\text {reg }}}{S S_{\text {total }}}=\frac{\sum_{i=1}^{n}\left(\hat{y_{i}}-\bar{y}\right)^{2}}{\sum_{i=1}^{n}\left(y_{i}-\bar{y}\right)^{2}}=1-\frac{S S_{\text {res }}}{S S_{\text {total }}} \tag{2.12}
\end{equation*}
$$

Since $R^{2}$ represents the proportion of total variation explained by the predictors, where $S S_{\text {res }}$ is the residual of the regression. When $R^{2}$ is closer to 1 , then $y_{i}$ and $\hat{y}_{i}$ are very similar and $S S_{\text {res }}$ is close to zero, then the regression achieved a good fit.

## Mean Squared Error

Feature selection should avoid underfitting, this means to exclude unnecessary features and leading to bias estimation, while discarding overfitting which includes unnecessary features and increases variance. Mean Squared Error is the criteria used to balance this bias-variance tradeoff. The equation 2.13 of the Mean squared error.

$$
\begin{equation*}
M S E(\hat{y})=E(\hat{y}-y)^{2} \tag{2.13}
\end{equation*}
$$

MSE can also be explained as the sum of the variance and the squared bias of the estimator, smaller MSEs may achieved the balance explained earlier. The equation 2.14 of the MSE in relation with bias-variance tradeoff.

$$
\begin{align*}
\operatorname{MSE}(\hat{y}) & =E\{\hat{y}-E(\hat{y})\}^{2}+\{E(\hat{y})-y\}^{2}  \tag{2.14}\\
& =\operatorname{Var}(\hat{y})+\operatorname{bias}^{2}(\hat{y})
\end{align*}
$$

### 2.3.2 Support Vector Machines

Linear SVM [25] is a cutting plane algorithm useful in multi-class problems and popular when classifying high dimensional patterns. In a binary classification problem a support line can be defined as: The equation 2.15 of the Support line on binary classification.

$$
\begin{equation*}
W^{t} X+b=1 \tag{2.15}
\end{equation*}
$$

Where values greater or equal than one satisfies the positive class, while values less or equal than minus one the negative class. W decides the orientation of the decision boundary and $b$ is the threshold between the boundary and the center. The objective is to maximize the margin given by $\frac{2}{\|W\|}$ which is the center distance between the planes, equivalent to minimizing $\frac{\|W\|^{2}}{2}$. The next are some popular metrics for evaluating classification models.

## Accuracy

The sum of all predictions divided by the total number of predictions quoted [52].

## Precision

Correct positive predictions. From predicted positive, how many were predicted correctly?

## Recall

Or True Positive Rate (TPR). From all positive events, how many were predicted correctly?

## F1 Score

Low precision relates to high false positives and low recall to high false negatives. F1 Score is also known as the harmonic mean of precision and recall and summarizes the evaluation of the algorithm. The equation 2.16 of the F1 Score.

$$
\begin{equation*}
F 1 \text { Score }=\frac{2 *(\text { precision } * \text { recall })}{(\text { precision }+ \text { recall })} \tag{2.16}
\end{equation*}
$$

### 2.3.3 Hierarchical Clustering

Hierarchical clustering [25] is part of the Linkage-based clustering which defines the similarity between two objects as the average similarity between objects linked with them. By removing edges connecting the vertices of different communities, it's possible to isolate those communities.

Each vertex is chosen randomly with a probability from vertex ito vertex $j$, where $A$ is the Adjacency matrix, $D$ is the Diagonal matrix and $t$ is the length of the random walk.

The equation 2.17 of the Transition probability in a Markov Chain sequence.

$$
\begin{equation*}
P_{i j}=\frac{A_{i j}}{D_{i i}} \tag{2.17}
\end{equation*}
$$

Clusters should be far from each other and closer in its group, the cophenetic distance is the distance between the observation clusters and it should be maximized.

The equation 2.18 of the Distance between two vertices.

$$
\begin{equation*}
r_{i j}=\left\|D^{-\frac{1}{2}} P_{i}^{t}-D^{-\frac{1}{2}} P_{j}^{t}\right\| \tag{2.18}
\end{equation*}
$$

The average distance is computed for all points i and j where $\left\|C_{1}\right\|$ and $\left\|C_{2}\right\|$ are cardinalities of clusters $C_{1}$ and $C_{2}$ respectively, also called the UPGMA algorithm [32].

The equation 2.19 of the Distance between two communities $C_{1}$ and $C_{2}$.

$$
\begin{equation*}
r_{C_{1} C_{2}}=\sum_{i j} \frac{\left\|D^{-\frac{1}{2}} P_{i}^{t}-D^{-\frac{1}{2}} P_{j}^{t}\right\|}{\left(\left\|C_{1}\right\| *\left\|C_{2}\right\|\right)} \tag{2.19}
\end{equation*}
$$

On each step k , the two communities whose mean $\sigma_{k}$ between each of the vertex k minimizes the squared distance are chosen. For every pair of adjacent communities with the lowest variation $\Delta \sigma$ are merged.

The equation 2.20 of the Variation of the squared distances between adjacent communities $C_{1}$ and $C_{2}$.

$$
\begin{equation*}
\Delta \sigma\left(C_{1} C_{2}\right)=\frac{1}{n}\left(\sum_{i \varepsilon C_{3}} r_{i C_{3}}^{2}-\sum_{i \varepsilon C_{1}} r_{i C_{1}}^{2}-\sum_{i \varepsilon C_{2}} r_{i C_{2}}^{2}\right) \tag{2.20}
\end{equation*}
$$

## Chapter 3

## Methodology

During this chapter the aim is to find the key features that could generalize as much as possible the behavior of a given match at pre-game, and propose the Machine Learning models for predicting future matches. First Section 3.1 introduces FootballMLP as the model that gathers and analyzes fixture's statistics. Second Section 3.2 attempts to measure Fan Avidity in Social Networks from a Graph Theory perspective. Further, chapter 4 will show the results of Section 3.1 across different leagues in different periods of time in Section 4.1, while the results of Section 3.2 in Section 4.2 are oriented to evaluate centrality measures as relevant contextual features for the match prediction. Section 4.3 compares these models in terms of classification accuracy while also measuring Ranking Probability Score (RPS) which is commonly used in the literature of match classification.

### 3.1 FootballMLP

FootballMLP is a framework that lets football users forecast past and future matches [29]. The first phase consists of clustering seasonal team standings, then those clusters are mapped with the median of the current season's statistics on home and away teams. The third phase generates a prediction by majority voting as shown in Figure 3.1.

FootballMLP developed a client library [28] which wraps API-Football that covers 694 football leagues' statistics and standings, detailed coverage is provided on its website [47]. Figure 3.2 shows the relationship between the entities on the library.

First, feature selection is performed on Spain's LaLiga 1,520 fixtures from seasons 2016 to 2019. Second, the model is evaluated on the seven professional leagues listed above on 5,356 fixtures for season 2018-2020.

### 3.1.1 Ranking

Previous literature has proven the importance of scoring team's strength. Authors as Peña [2] and Cintia [6] had studied team's positions in the league, the first one by showing hierarchy in the MLS, the second one by simulating the LaLiga's final ranks. Given a combination of both, FootballMLP attempts to rate in an unsupervised manner how its a team situated against other teams by using Hierarchical Clustering on the standings taken from API-Football.


Figure 3.1: FootballMLP full pipeline.


Figure 3.2: APIFootballpy Class Diagram.

This exploratory task uses team's standings at the end of the season, fields such as: rank (position from 1 to 20), points (final points on the season, which strongly correlated to the rank) and description are left out from the set in order to shorten bias. The description feature is the guidance target, this field indicates if the team is promoted to Champions League, Europe League, or relegated. Middle level teams do not get a classification, and sometimes pretty good teams are left out of Champions by goals one or two points, or by goal differences, and that doesn't mean they are below the standards. By performing Agglomerative Clustering, FootballMLP shows the hierarchy of the team's between each other in the league.

## Hierarchical Clustering

FootballMLP employs Agglomerative clustering based on random walk to find the similarity measures between vertices. The best linkage method on LaLiga's standing was using average distance.

This clustering algorithm grouped together big teams such as: Barcelona and Real Madrid, as well Atletico de Madrid with Sevilla, Sevilla is the champion of Europe League 2019, the team deserves to be cluster in the highest hierarchy, and Agglomerative clustering is able to detect that. Also, shows how a relegated club as Espanyol had a really bad performance
in the last season, and it is an outlier to the rest of the teams. The algorithm shows a really good performance as an unsupervised task, Figure 3.3 uses adjusted Rand Index to quantify both classification methods using Principal Component Analysis for lowering the dimensions in a 2D graph.


Figure 3.3: Unsupervised clustering vs Real promotions in season 2019.
On Figure 3.4, the Cluster map is a nice visualization to discriminate between top teams and its relation with winning, it helps to detect some interesting facts in the league's teams, for example, the negative correlation that the feature stats_home.streaks.best_lose has on Osasuna and Alaves, those teams were the most hammered when playing at home with a score of 0-5 Osasuna against Barcelona and 0-5 Alaves against Atletico de Madrid.

Another insight here is the offensive strength, when playing home versus playing away. On the failed to score field more negative correlations occurs when playing away rather than playing home, this due to a possible less chances of scoring on away games for top teams. To cover this factor, FootballMLP has automatize the process of translating the encoded Z matrix from the clustering algorithm by finding the desire threshold in the cophenetic distance matrix. The team's performance is different when playing away versus playing at home, this clustering task outputs three new fields: overall, home and away ratings. Those fields showed categorical significance to a match result when a chi-squared test was applied.

### 3.1.2 Rating

The ranking system is the way FootballMLP separates a team's strength in a league, now, it is important to measure the performance of a team in a given match. This section analyzes


Figure 3.4: LaLiga's dendogram and correlation between teams' standings.
features relevance on team's statistics, as engineers the team's ratings.

## Feature Engineering

Based on the relative performance in a game $g$ explained by Pappalardo as the difference between the absolute performances of two opposing teams, he relates a team's behavior to the opponent one quoted [34]. For each of the StatsFixtures' features, FootballMLP calculates its relative performance. The equation 3.1 of the Typical relative performance is:

$$
\begin{equation*}
\bar{r}_{A}^{(g)}=\left[\bar{\delta}_{1}(A), x_{2}^{(g)}(A)-x_{2}^{(g)}(B), \ldots, \bar{\delta}_{n}(A)\right] \tag{3.1}
\end{equation*}
$$

Pezzali The Pezzali score is a defense versus attack efficiency rate, it is based on Pezzali's premise: It's the harsh rule of the goals: you play a great game but if you don't have a good defense, the opponent scores and then wins [6]. The equation 3.2 of the Pezzali score.

$$
\begin{equation*}
\text { PezzaliScore }(\text { team })=\frac{\mid \text { goals }(\text { team }) \mid}{\mid \text { attempts } \mid \text { team }] \mid} * \frac{\mid \text { attempts(opponent }) \mid}{\mid \text { goals(opponent }) \mid} \tag{3.2}
\end{equation*}
$$

How many opportunities are you coinciding by attacking? Equation 3.3 is an adaptation of the Pezzali score to the best understanding on FootballMLP fixtures' statistics. The equation 3.3 of the FootballMLP's Pezzali score.

$$
\begin{equation*}
\text { PezzaliScore }(\text { home })=\frac{\mid \text { goals }(\text { home }) \mid}{\mid s \__{-o f f-g}(\text { home })+s_{-o n \_-g(h o m e) ~} \mid} * \frac{\left.\left.\mid s \_ \text {_off_g(away }\right)+ \text { s_on_g(away }\right) \mid}{\mid \text { goals(away }) \mid} \tag{3.3}
\end{equation*}
$$

The equation 3.3 is calculated for away team as well, and computed its differences.

Shots Fraction This feature attempts to measure the ratio of shots that are inside the penalty area, this means the ability of the team to advance until the last fraction of the field and shoot. The equation 3.4 of the Shots Fraction is:

$$
\begin{equation*}
\text { ShotsFraction }(\text { home })=\frac{\left.\left|s_{\text {_in }(\text { home }) \mid}\right| \text { s_in(home }\right)+s \_ \text {_out }(\text { home }) \mid}{} \tag{3.4}
\end{equation*}
$$

The equation 3.4 is calculated for away team as well, and computed its differences.
Defensive Here FootballMLP tries to rate defensive ability in a team by considering shots blocked by a team over total shots made by the opponent. The equation 3.5 of the Defensive ability is:

$$
\begin{equation*}
\text { Defensive }=\frac{s^{\prime} \text { blocked }(\text { home })}{s_{\_} \text {_otal }(\text { away })}-\frac{s_{-} \text {blocked }(\text { away })}{s_{-} \text {total }(\text { home })} \tag{3.5}
\end{equation*}
$$

## Feature Selection

To identify the best possible features, that could generalize the playing style of any league, Recursive Feature Elimination was employed following the next criteria:

- Fitting a Linear Regression OLS model and leaving out variables with no statistical significance.
- Fitting a Support Vector Machine with a linear kernel and subtracting the features with relevant weights, as well measuring performance on $R^{2}$ and MSE.


Figure 3.5: LaLiga's correlation between teams' statistics and the winning game.

Linear Regression tries to predict continuous values, but it does not means it cannot work as a first step for classification problems. Appendix 6.1.1 is the model summary obtained from statsmodels [45] when performing regression on score's goals difference, the results indicate a $R^{2}=0.945$ when training over 1,520 matches.

Case of linear regression Perform OLS Regressor on fixture's results will work as a first attempt to create a classification plane. This premise is due on behalf that 0 values represent a goal difference of 0 a draw match, -1 a negative goal difference a lose, and 1 a positive goal difference when home win.

Appendix 6.1.2 shows the model when performing regression on fixture's results a lower $R^{2}=0.724$ is obtained, the model summary of the $t$-score can be found in Appendix 6.2.. However, when using a classification model as SVM with a linear kernel trained with features accepted by the t -score, metrics such as: $R^{2}$, RMSE as seen on Figure 3.7 and Figure 3.8 and F-score in Table 3.1 and Table 3.2 show a slightly better performance.


Figure 3.6: LaLiga's linear regression on goals difference using five cross-validation.

Ordinary Least Squares vs Ridge As seen on Figure 3.5 football has highly correlated variables, it is clear that the amount of shots on goal will increase in relation to the shots inside the area. The pass accuracy is the percentage of effective pass frequency, and the number of passes increases in comparison to the possession. When predictors are highly correlated we encounter multicollinearity problems, this can be solved by using Ridge Regression [54] which produces biased estimators with small variances to inflate the singular standard errors matrix. When using Scikit's Learn [36] OLS and Ridge Linear Regressors, we obtained identical values and a high Root Mean Squared Error when predicting goals differences as a result
of an overfitted model as indicated on Figure 3.6, which also shows the coefficients learned by the model.

SVM weights per class
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Figure 3.7: LaLiga's SVM classification when selecting features from fixture's results regression using five cross-validation.

Table 3.1: LaLiga's SVM classification report when selecting features from fixture's results regression.

| Classification Report |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | precision | recall | f1-score | support |
| $\mathbf{- 1}$ | 0.93 | 0.96 | 0.95 | 428 |
| $\mathbf{0}$ | 0.87 | 0.81 | 0.84 | 390 |
| $\mathbf{1}$ | 0.94 | 0.95 | 0.94 | 702 |
| accuracy avg/total | 0.92 | 0.92 | 0.92 | 1520 |

### 3.1.3 The Voting Model

ANOVA and feature selection The results from feature selection on Section 3.1.2, adding the Pezzali score and the rankings from past season engineered in Section 3.1.1 (real ranking,

SVM weights per class


Figure 3.8: LaLiga's SVM classification when selecting features from goals difference regression using five cross-validation.

Table 3.2: LaLiga's SVM classification report when selecting features from goals difference regression.

| Classification Report |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | precision | recall | f1-score | support |
| $\mathbf{- 1}$ | 0.93 | 0.96 | 0.94 | 428 |
| $\mathbf{0}$ | 0.86 | 0.81 | 0.83 | 390 |
| $\mathbf{1}$ | 0.94 | 0.94 | 0.94 | 702 |
| accuracy avg/total | 0.91 | 0.91 | 0.91 | 1520 |

home hierarchical ranking, away from hierarchical ranking, and overall hierarchical ranking) were fed into a Random Forest and Linear SVM model. A copy of all statistics with Pezzali and rankings was given to a Random Forest and Naive Bayes algorithm. Later on, in both cases, an ANOVA filter was used to select the 10-th best f-regressor features.

The skewness problem The fixture's statistics don't follow a bell curve in the Normal Distribution, instead, they are skewed, thus the mean is not the best measure of central tendency for the data. The fake test to predict a future match considers the median on the current season up to this match, the first three games add also the last season statistics. The median is calculated on behalf of the performance of the team and its location. When the team will play at home, only past matches at home are considered, the same situation occurs for the opponent team and it's away statistics.

The class-imbalance problem Figure 3.9 shows the frequency per class from seasons 2016 to 2019. To cover this imbalance problem, each of the models is wrapped in a One-vs-One Classifier, from the Sci-kit's library [36] this multiclass approach constructs one classifier per pair of classes. The class with the majority vote is chosen, when a tie occurs, then selects the class with the highest classification confidence by aggregating the computed levels underlying the binary classifiers.

Majority voting While comparing each of the classifiers, it was found that some of them were predicting a win at home versus a loss at home. To solve this disparity problem, it was decided to build a heterogeneous ensemble that performed majority voting.

### 3.2 Fan Avidity

Soccer is constantly changing over time, and so do its fans. In order to make this a real-time problem, a framework for gathering recent tweets was built. The purpose of this section is to find metrics that could work out as a feature for evaluating social networks into a predictive model. The methodology is summarized in two key components: first tweets are preprocessed for scoring sentiment polarity, and second, they are evaluated as a Social Network problem by applying graph theory.


Figure 3.9: LaLiga's results frequencies from season 2016 to 2019.

### 3.2.1 Classification

The data is obtained through the Twitter's Standard Search API [1]. The queries were performed in the last match week on Premier League's season 19/20 and were limited to the English language. The data was processed into a Dataframe with the next remaining fields as shown in Table 3.3. Twitter's documentation on standard operations shows that appending a string happy face ":)" on the query represents a positive attitude, while ":(" represents a negative attitude. The maximum number of tweets retrieved from a request is 100 , to aid the evaluation process, three types of queries were performed: first adding the happy face, second adding the sad face, and finally a neutral request without a face.

Table 3.3: Dataset fields

|  | Field | Description |
| :--- | :--- | :--- |
| 1 | season | A YYYY representation of the match season. |
| 2 | weekgame | The number of the current week match. |
| 3 | home_team | A three-letter code abbreviating the home team. |
| 4 | away_team | A three-letter code abbreviating the away team. |
| 5 | favorite_count | The count of favorites in the tweet. |
| 6 | lang | A two-letter code abbreviating the language. |
| 7 | retweet_count | The count of retweets in the tweet. |
| 8 | retweeted | True or false if the tweet is a retweet. |
| 9 | text | The text of the tweet. |
| 10 | followers_count | The count of followers from the user. |
| 11 | verified | True or false if the account is verified. |

In the end, a total of 30 JSON requests with a maximum count of 100 tweets were

Table 3.4: Queries

|  | Match | Keywords |
| :--- | :--- | :--- |
| 1 | Arsenal vs Watford | \#ARSFC @ Arsenal \#WatfordFC <br> @WatfordFC \#ARSWAT |
| 2 | Burnley vs Brighton | \#BURFC @BurnleyOfficial <br> \#BHAFC @ OfficialBHAFC <br> \#BURBHA |
| 3 | Chelsea vs Wolves | \#CFC @ChelseaFC \#WWFC <br> @Wolves \#CHEWOL |
| 4 | Crystal Palace vs Tottenham | \#CPFC @CPFC \#THFC <br> @SpursOfficial \#CRYTOT |
| 5 | Everton vs Bournemouth | \#EFC @Everton \#AFCB <br> @afcbournemouth \#EVEBOU |
| 6 | Leicester vs Manchester United | \#LCFC @LCFC \#MUFC <br> @ManUtd \#LEIMUN |
| 7 | Manchester City vs Norwich | \#MCFC @ManCity <br> @NorwichCityFC \#MCINOR |
| 8 | Newcastle vs Liverpool | \#NUFC @NUFC \#LFC <br> @LFC \#NEWLIV |
| 9 | Southampton vs Sheffield Utd | \#SaintsFC @SouthamptonFC <br> \#SUFC @ SheffieldUnited |
| 10 | West Ham vs Aston Villa | @WestHam \#AVFC <br> @ AVFCOfficial \#WHUAVL |

available for study, Table 3.4 indicates the keywords placed in each fixture query. However, not all fixture requests accomplished these 100 tweets as shown in Table 3.5.

Table 3.5: Requests

|  | Match | \# of tweets |
| :--- | :--- | :--- |
| 1 | Arsenalvs Watford | 247 |
| 2 | Burnley vs Brighton | 121 |
| 3 | Chelsea vs Wolves | 235 |
| 4 | Crystal Palace vs Tottenham | 156 |
| 5 | Everton vs Bournemouth | 143 |
| 6 | Leicester vs Manchester United | 256 |
| 7 | Manchester City vs Norwich | 198 |
| 8 | Newcastle vs Liverpool | 268 |
| 9 | Southampton vs Sheffield Utd | 128 |
| 10 | West Ham vs Aston Villa | 175 |

## Data cleaning

The data cleaning process performed drop of duplicates with a count of one, and drop off empty tweets, the empty tweets were filtered after removing user mentions and ended up with no text to analyze, this returned a count of 11 empty tweets. At first, the library langdetect was used with a threshold of $50 \%$ probability for the English language, however, in practice, the language detection accuracy drops drastically on shorter tweets, so multilingual tweets were kept. The length of the dataset finished with a total of 1,915 tweets.

## Data engineering

In order to make the most of the available resources, extra variables were included, two of them relate to text transformations.

- pre label: integer field that pre classifies the tweet according to the search query, for positive tweets gives 1 , negative -1 and 0 if neutral.
- support: integer field that pre represents the support to a given team if it appears on the tweet a mention or hashtag to the home team returns 1 when away team returns -1 and 0 if both appearances happened.
- no_mentions: string field as a version of the tweet without mentions and removing anything that is not plain text.
- with_emojis: string field as a version of the tweet, this sophisticated text transformation keeps mentions, removes links, and uses the emoji library to encode emojis into text, also a regular expression matches happy and sad faces representation and replace happy faces by the word good and sad faces with the word bad.

Classifying polarity was possible by using available resources, such as the Open Source Library Stanza [38], previously named Stanford NLP. Stanza is a language-agnostic processing pipeline that groups together tokenization, lemmatization, part-of-speech tagging, dependency parsing, and named entity recognition. Stanza has a built-in model for Sentiment Analysis [20], this model is trained as a one-layer Convolutional Neural Network using word2vec which are the resulting vectors when applying bag-of-words on 100 billion articles on Google News.

Since it is possible to provide text previously tokenized to Stanza's pipeline, it was preferable to create tokens using NLTK Tweet Tokenizer as it applies regular expressions to maintain mentions. A mention identifies users with the prefix @, while Stanza Tokenizer split those characters underperforming entity recognition.

Figure 1 shows some word clouds comparing the results given on the assumption of the pre label tag against Stanza's model evaluation.

By applying Stanza's classification it is possible to measure the magnitude of the polarity tags. Now, phrases such as love, good luck, hope, took relevance on the positive tags, while on the negative tags curse words and negations took precedence.

After classifying polarity in tweets from a Machine Learning perspective, two new fields were created a modified support $m$ support and modified sentiment $m$ sentiment. These fields


Figure 3.10: Word clouds comparison by polarity and model
were the result of matching a regular expression that identifies suggested scores of form 0:0 or $0-0$ since a result with a goal difference greater than zero indicates clear favoritism to one of the adversarial teams.

Figure 3.11 and 3.12 shows relevance on the proposed characteristics, this is measured by the amount of neutral support and sentiment that was able to be classified as positive or negative, and as a side of the home team or away team.

### 3.2.2 Quantification

## Graph theory

Popular teams such as Arsenal, Liverpool, Manchester United, etc., have higher rates of tweets, making it difficult to choose a favorite when comparing against its opponent. This section translates the imbalance of favoritism into a graph analysis.

A simple graph [22] has the form $G=(V, E)$ where $V$ is a set of n vertexes and $E$ is a set of n edges. An edge is a link between two vertexes, so an edge $E_{k}$ is associated with an unordered pair of the vertex $\left(V_{i}, V_{j}\right)$.

Here the vertex are the users and each edge represents a tweet to a tagged user, the tagged user is the team which is mentioned on the tweet. The final tuple looks like: (fan, team, edge ${ }_{k}$ ). Two edges were added to the graph when a tweet mentioned both of the teams. Also, it was preferable to choose a multigraph representation, since it is possible to have multiple edges of a fan to the same team.


Figure 3.11: The frequency of the pre_label polarity by team support

Edge's weight Setting a singular value for each edge's weight will miss out on tweets having likes or being retweeted, as well, it would not solve the imbalance problem, since the sum of all edges values from the team's vertex to the fans will be equal to the frequency of the fans of a given team.

The equation 3.6 of the Tweet's weight imbalance is:

$$
\begin{equation*}
E_{k}\left(U_{i}, \text { team }\right)=c-\frac{U_{i}(\text { likes })+U_{i}(\text { retweets })}{\sum_{i=0}^{k} \text { support }(\text { team })+\frac{\sum_{i=0}^{k} \text { support }(\text { match } \mid \text { neutral })}{2}} \tag{3.6}
\end{equation*}
$$

An edge between the user and the team represents the distance the tweet has with the team, whenever a tweet is more retweeted or has a larger amount of likes, it means it is more reachable to the audience of a team, subtracting from a constant $c$, the relative number of likes and retweets to the support of the team, means reducing the distance between the fan and the team. By calculating the relative influence in a network as the sum of interactions over the frequency of support in a team, a team with fewer followers will represent a greater reach to its network, rather than the reach-in networks with larger amounts of fans, this way the class imbalance problem could be resolved. Neutral support was split in two and added to the frequency of each of the teams as seen in Figure 3.13 where light blue lines are neutral, navy are the positive tweets and green negatives.


Figure 3.12: The frequency of the modified polarity by team modified support

Inverted polarity This is a counter proposal for solving the imbalance problem, by interchanging support to the adversarial team. This creates a network where negative links to a given team, become positive edges to its opponent and vice versa. Then the network is composed only of positive and neutral polarity represented in Figure 3.14.

## Metrics of centrality

A way for evaluating network entities is through indexing centrality [56], this metric indicates the influence of the vertex in the network. Degree centrality is discarded, since it counts the number of links to a node, and as mentioned earlier there is a clear imbalance between the number of fans, so it might present misleading results. Betweenness centrality is not taken into consideration neither, this measure gives precedence to mediation nodes that connect the network, here users that mentioned both of the teams have the highest scores. Closeness centrality is the selected measure for comparing independence and efficiency of communication in an entity [23].


Figure 3.13: Graph using tweet's weight imbalance

Closeness centrality It is computed as the reciprocal of the average of shortest-path distance from an agent $A_{u}$ to all other agents. The equation 3.7 of the Closeness centrality is:

$$
\begin{equation*}
C(u)=\frac{n-1}{\sum_{i=1}^{n} d(i, u)} \tag{3.7}
\end{equation*}
$$

Current-flow closeness centrality It is based on information spreading efficiently like an electrical current. Edges are now resistors $r_{e}=1 / w(e)$ and each vertex has a voltage $v(u)$. The equation 3.8 of the Current-flow closeness centrality is:

$$
\begin{equation*}
C(u)=\frac{n}{\sum_{i=1}^{n} v(u)-v(i)} \tag{3.8}
\end{equation*}
$$

This represents the ratio n to the sum of effective resistances between $u$ and other vertexes quoted [16]. It is also equivalent to the information centrality which considers all path weights, not only the shortest ones, and instead computes its average from the originated vertex. The information in a path is the inverse of the length of a path [3]. The equation 3.9 of the Information centrality is:

$$
\begin{equation*}
\bar{I}_{u}=\frac{n}{\sum_{i=1}^{n} \frac{1}{I_{u i}}} \tag{3.9}
\end{equation*}
$$



Figure 3.14: Graph using tweet's inverted polarity

Harmonic centrality Applies harmonic mean to overcome outweighs from infinite distances, and it is computed as the sum of the reciprocal of the shortest path distances. The normalized harmonic centrality can reach up to 1 as the maximum connected vertex. Lower values occur when used on an unconnected graph representing the reduced capability of communication in the network [42]. The equation 3.10 of the Harmonic centrality is:

$$
\begin{equation*}
C(u)=\sum_{i=1}^{n} \frac{1}{d(i, u)} \tag{3.10}
\end{equation*}
$$

## Chapter 4

## Results and Discussion

This chapter is oriented on the evaluating FootballMLP, the sentiments model and the hybrid model's predictions in a set of chronological matches. As well, it includes a Time Series Analysis to understand periodicity in football results.

### 4.1 Statistics Model

FootballMLP was evaluated on seasons 2018/19, 2019/20, and partially 2020/21. The sequential order from the match weeks was followed, instead of splitting the fixtures $70 \%$ training and $30 \%$ testing.

### 4.1.1 Voting vs Naive Bayes

The novelty of this part of the work is to propose a majority voting model which could help to choose a final result when disparity is met. Table 4.2 shows the classification report for this ensemble model and Table 4.1 shows the classification report for the Naive Bayes classifier in all leagues. Naive Bayes, whose results are displayed on Table 4.1 had the best performance as

Table 4.1: Naive Bayes classification report in all leagues.

| Classification Report |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | precision | recall | f1-score | support |
| $\mathbf{- 1}$ | 0.50 | 0.50 | 0.50 | 1660 |
| $\mathbf{0}$ | 0.30 | 0.18 | 0.23 | 1309 |
| $\mathbf{1}$ | 0.56 | 0.68 | 0.61 | 2371 |
| accuracy avg/total | 0.50 | 0.50 | 0.50 | 5340 |

a single classifier, the assumption of independence of the events is an efficient way to approach the analysis on football, but it is susceptible to overfitting the class with most occurrences, in this case, fixture's wins. Even though both classifiers have an average accuracy of $50 \%$, the majority voting model, as seen on Table 4.2, was able to detect fixtures that ended up as a loss or a draw at home, with higher f1-scores on those labels, therefore a better trade-off between precision and recall.

Table 4.2: Majority voting classification report in all leagues.

| Classification Report |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | precision | recall | f1-score | support |
| $\mathbf{- 1}$ | 0.49 | 0.51 | 0.50 | 1660 |
| $\mathbf{0}$ | 0.30 | 0.22 | 0.25 | 1309 |
| $\mathbf{1}$ | 0.58 | 0.65 | 0.61 | 2371 |
| accuracy avg/total | 0.50 | 0.50 | 0.50 | 5340 |

### 4.1.2 Leagues' Competitiveness

To compute the true positive rate and false positive rate it is proposed to find the probability estimate of a class in a majority voting system as shown. The equation 4.1 of the Probability estimate in majority voting classifiers is:

$$
\begin{equation*}
p(C)=\frac{1}{n} \sum_{i \in C}^{n} i \tag{4.1}
\end{equation*}
$$

For n classifiers votes, the probability estimate can be computed as the sum of all votes to a class C over the number of classifiers. Figure 4.2 proved that Draw is the hardest class to be predicted, the baseline AUC (Area Under the Curve) 0.50 was reached on Germany Bundesliga. However, Figure 4.1 and Figure 4.3 coincided, on both, the winning and losing class that the highest areas covered by the algorithm occurred on Eredivisie NL, Premier League GB, and Serie A IT, in those cases values around 0.70 were reached. After conducting this experiment, it could be said that the LaLiga is the less predictable league, when looking at winning games, this same thought infers LaLiga to be an evenly played league with a high competitive level. When compared to Figure 4.4 that shows the accuracy per league, it can be said that Bundesliga got the highest Accuracy for the winning class, however, this decision is not supported in relationship to false positives and true positives as shown in Figure 4.1, meaning that the model is overfitting Bundesliga, this way it can be proposed to keep AUC as a leading metric for measuring performance in a classified league. Figures 4.1 to 4.3 compare leagues predictability per class in form of a ROC (Receiver Operating Characteristic) curve. Figures 4.4 to 4.6 compare leagues accuracy per class. Even though the accuracy in the draws class for Premier League GB is low as seen in Figure 4.5 in this same league it is obtained the third-best $\mathrm{AUC}=0.56$, this is a result better than random, and due to the imbalance problem, it justifies the model being able to detect draws versus non-draws. In Figure 4.6 an opposite case occurs when Spain La Liga has a high accuracy in the loses class while its AUC is the lowest one, these results showed again that this league is the hardest one to classify correctly. Appendix 6.3 shows the classification report per league.

### 4.1.3 Time Series Analysis

Time series analysis is the analysis of time-dependent data [33] with two determinant factors which are trend and seasonality. The first one answers, how does the variable tend to rise or fall as time passes? while seasonality tries to detect regular patterns occurring in time repeatedly. This section aims to analyze the results accuracy through time. On top of Figure 4.7 the percentage of predicted correct matches are shown, while the bottom graph displays


Figure 4.1: ROC curve for the majority voting classifier in the win class per league.


Figure 4.2: ROC curve for the majority voting classifier in the draw class per league.


Figure 4.3: ROC curve for the majority voting classifier in the lose class per league.


Figure 4.4: Accuracy for the majority voting classifier in the win class per league.


Figure 4.5: Accuracy for the majority voting classifier in the draw class per league.


Figure 4.6: Accuracy for the majority voting classifier in the lose class per league.


Figure 4.7: Percentage of results accuracy as time series.
seasonality in periods of 9. A maximum of 38 consecutive weeks are display with a break, starting in October, between seasons. As seen in Figure 4.7 apparently between weeks 24 and 32 there are fewer fluctuations in the predictions. Figure 4.8 to 4.10 compares the number of actual occurrences of a class in a week, against the number of predictions of the same class. Metrics such as Root Mean Square Error and $R^{2}$ are tested as in linear regression. The number of predicted wins and draws fitted a $R^{2}$ around 0.60 , however the predicted loses class $R^{2}$ was equal to 0.90 .

Table 4.3: Seasonality Dickey and Fuller test results.

|  | Real |  |  | Predicted |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | -1 | 0 | 1 | -1 | 0 | 1 |
| ADF-Statistic | -0.6143 | -6.0792 | -2.0471 | -2.5082 | -2.8429 | -2.7848 |
| P-value | 0.8677 | 0.0000 | 0.2663 | 0.1135 | 0.0524 | 0.06048 |

To make a strong recommendation about the results of this analysis the idea was to apply the Dickey and Fuller test which delivers evidence or absence for the presence of seasonal unit roots [46]. Table 4.3 displays the result from the Dickey and Fuller test, and it can be said that seasonality is kept while comparing the real and predicted classes. In the win and lose class the null hypothesis is proved with p-values greater than 0.05 , meaning that those classes have a time-dependency factor. However, for the Draw class, both cases had p-values less than 0.05 , meaning that the number of draws in a week is irrelevant as the competition advances.

### 4.2 Sentiments Model

For evaluation purposes, the Premier League's study, which consisted of only 10 matches, was extended to a set of 54 matches starting at week 38 from season 2019/2020 on the date of July 26th, 2020. As well, from week one in season 2020/2021 starting in September 12th,


Figure 4.8: Number of wins vs number of predicted wins through time.


Figure 4.9: Number of draws vs number of predicted draws through time.


Figure 4.10: Number of loses vs number of predicted loses through time.

2020 till November 8th, 2020 in week 8. In total 7,833 tweets were analyzed. Besides a graph considering the three polarity links, three subgraphs, one for each polarity, were built. Based on centrality measures two cases were considered:

### 4.2.1 Comparing Networks' Groups

## Case 1.

Applying current-flow closeness centrality as a comparison measure inter-team, since low resistance will show efficiency in the way a team communicates to its fans. The difference between the current-flow closeness index on the home team and away team will reflect the favorite team given its communication effectiveness. The equation 4.2 of the Inter-team closeness is:

$$
\begin{equation*}
\text { diff_closeness }=\| \text { closeness }(\text { home })-\text { closeness }(\text { away }) \| \tag{4.2}
\end{equation*}
$$

## Case 2.

Applying harmonic centrality as the leading polarity intra-team, to know which polarity has a better representation of the fan's sentiment towards a team. Communication is more difficult when having fewer connections. For each subgraph, the less fluctuated harmonic centrality given a polarity against the harmonic centrality considering all three polarities will support a good communication capability. The equation 4.3 of the Intra-team closeness is:

$$
\begin{equation*}
\text { closeness }\left(\frac{\text { team }}{\text { polarity }}\right)=\| \text { closeness }(\text { team })-\text { closeness }(\text { polarity }) \| \tag{4.3}
\end{equation*}
$$

Support Vector Machines were used for classifying a match as a win, draw, or lose at home. These models were trained with different centrality indexes (current-flow closeness centrality, harmonic closeness centrality, inter-team closeness and intra-team closeness) and evaluated with five-fold cross-validation. During the pipeline different 10th best features were applied to test ANOVA.

Table 4.4: Classification report when selecting features from tweet's weight imbalance.

| Classification Report |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | precision | recall | f1-score | support |
| $\mathbf{- 1}$ | 0.56 | 0.61 | 0.58 | 23 |
| $\mathbf{0}$ | 0.00 | 0.00 | 0.00 | 9 |
| $\mathbf{1}$ | 0.45 | 0.45 | 0.45 | 22 |
| accuracy avg/total | 0.44 | 0.44 | 0.44 | 54 |

Table 4.5 shows higher values on the recall metric than Table 4.4. Although the inverted polarity model has a better recall, the weight imbalance model did not lose precision and gave more diversity to the prediction model by attempting to guess draw matches.

Figure 4.11 plots feature weights, and validates the inter-team centrality as the difference on the normalized harmonic closeness centrality, while the intra-team measure is given by singular polarities of a team. Figure 4.12 confirms the current-flow closeness centrality as


Figure 4.11: SVM's weight bars on tweet's weight imbalance

Table 4.5: Classification report when selecting features from tweet's inverted polarity.

| Classification Report |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | precision | recall | f1-score | support |
| $\mathbf{- 1}$ | 0.52 | 0.61 | 0.56 | 23 |
| $\mathbf{0}$ | 0.00 | 0.00 | 0.00 | 9 |
| $\mathbf{1}$ | 0.52 | 0.64 | 0.57 | 22 |
| accuracy avg/total | 0.52 | 0.52 | 0.52 | 54 |

a non-significant measure since this metric does not qualify as one of the best ANOVA test results. It could be presumed that the average path weight from the originated vertex computed by current-flow closeness does not represent the network as good, as selecting the shortest path, as the other closeness variations do.

### 4.3 The Champion

### 4.3.1 Sentiments Versus FootballMLP

Figure 4.13 compares the 54 outcomes in Premier Leagues' study by identifying the confusion matrix from FootbalMLP and the Sentiments models, while Table 4.6 shows FootballMLP's classification report in the same set of matches.


Figure 4.12: SVM's weight bars on the inverted polarity


Figure 4.13: Confusion matrix comparing sentiments and statistics.

Table 4.6: Classification report when predicting with FootballMLP.

| Classification Report |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | precision | recall | f1-score | support |
| $\mathbf{- 1}$ | 0.65 | 0.48 | 0.55 | 23 |
| $\mathbf{0}$ | 0.10 | 0.11 | 0.11 | 9 |
| $\mathbf{1}$ | 0.56 | 0.68 | 0.61 | 22 |
| accuracy avg/total | 0.50 | 0.50 | 0.50 | 54 |

As Figure 4.13 suggests, both of the sentiments models gave better results when predicting losses at home. The inverted polarity model can discriminate between wins and losses. This model does have better accuracy but is not capable of classifying draws, due to an imbalance problem.

### 4.3.2 The Hybrid Model



Figure 4.14: Overview of The Hybrid Model

Figure 4.3.2 shows The Hybrid Model as an extension of the significant features found in FootballMLP and the Sentiment Model. For evaluation purposes, the procedure was to keep the sequence of the season. This time 44 matches were predicted with a starting training set of 10 matches. The resulting variables from feature selection on Section ?? were added to the ones on Section 3.1.2 and those were fed into the voting model.

## Stats and Weight Imbalance

## Stats and Inverted Polarity

The hybrid model in Table 4.7 and Table 4.8 reflected an average accuracy in this 44 matches of 0.55 . As well, the SVM coefficients on Figure 4.15 and Figure 4.16 showed the relevance

features
Figure 4.15: SVM's weight bars on the weight imbalance and stats

features
Figure 4.16: SVM's weight bars on the inverted polarity and stats

Table 4.7: Classification report when using Stats and Weight Imbalance Features.

| Classification Report |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | precision | recall | f1-score | support |
| $\mathbf{- 1}$ | 0.52 | 0.74 | 0.61 | 19 |
| $\mathbf{0}$ | 1.00 | 0.14 | 0.25 | 7 |
| $\mathbf{1}$ | 0.56 | 0.50 | 0.53 | 18 |
| accuracy avg/total | 0.55 | 0.55 | 0.55 | 44 |

Table 4.8: Classification report when using Stats and Inverted Polarity Features.

| Classification Report |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | precision | recall | f1-score | support |
| $\mathbf{- 1}$ | 0.54 | 0.68 | 0.60 | 19 |
| $\mathbf{0}$ | 1.00 | 0.14 | 0.25 | 7 |
| $\mathbf{1}$ | 0.53 | 0.56 | 0.54 | 18 |
| accuracy avg/total | 0.55 | 0.55 | 0.55 | 44 |

when combining sentiment metrics and statistics. The experiments suggest that the inverted polarity characteristics are better to discriminate between wins and loses at home.

### 4.3.3 Benchmark RPS

According to A Bayesian Approach to In-Game Win Probability in Soccer, it is important to quantify how close is the predicted probability to the class outcome [41], for that the Ranked Probability Score is proposed. This score could be seen as an error score, the larger RPS is, the larger the probability differs from the actual outcome.

The equation 2.6 of the Ranked Probability Score is:

$$
\begin{equation*}
R P S=\frac{1}{2} \sum_{i=1}^{2}\left(\sum_{j=1}^{i} p_{j}-\sum_{j=1}^{i} e_{j}\right)^{2} \tag{4.4}
\end{equation*}
$$

Where $\mathrm{p}=[P(Y=\operatorname{win} \mid x), P(Y=d r a w \mid x), P(Y=\operatorname{loss} \mid x)]$ are the estimated probabilities in a match, and e encodes the final outcome of a game as a win $\mathrm{e}=[1,0,0]$, a draw e $=[0,1,0]$ and a loss $\mathrm{e}=[0,0,1]$.

## RPS by league

Table 4.9 compares FootballMLP's RPS per classifier and league while using first, the predicted outcome class, and second, the calibrated probabilities. The classifiers tested were Naive Bayes, Random Forest, and Support Vector Machine with linear kernel.

## RPS by model

This section pretends to benchmark the Hybrid Model against FootballMLP and Hervert's Bayesian model [15]. Both, the statistical models and hybrid models will use a Naive Bayes classifier to obtain the calibrated probabilities since Table 4.9 proofed a better performance on

Table 4.9: Evaluating FootballMLP using RPS

|  |  | Outcome |  |  |  | Probability |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| League | \# Matches | NB | RF | SVM | Vote | NB | RF | SVM |
| ES | 860 | 0.3638 | 0.3643 | 0.3911 | 0.3911 | 0.2230 | 0.3323 | 0.3632 |
| GB | 860 | 0.3338 | 0.3685 | 0.3567 | 0.3338 | 0.2106 | 0.3534 | 0.3279 |
| IT | 849 | 0.3174 | 0.3581 | 0.3663 | 0.3039 | 0.2055 | 0.3378 | 0.3467 |
| DE | 684 | 0.3661 | 0.3872 | 0.3572 | 0.36 | 0.2266 | 0.3686 | 0.3447 |
| FR | 778 | 0.3663 | 0.3817 | 0.3579 | 0.3548 | 0.2188 | 0.3551 | 0.3429 |
| NL | 627 | 0.3110 | 0.3078 | 0.3524 | 0.2959 | 0.1994 | 0.2917 | 0.3298 |
| PT | 682 | 0.3519 | 0.3761 | 0,3724 | 0.3519 | 0.2242 | 0.3574 | 0.3528 |
| Total/Average | 5340 | 0.3457 | 0.3653 | 0,3659 | 0.3449 | $\mathbf{0 . 2 1 5 5}$ | 0.3430 | 0.3443 |

this type of classifiers. Figure 4.17 shows the difference in the training data between models and explains how future matches are being predicted.


Figure 4.17: Initial benchmark train set per model
Figure 4.20 compares the models' cumulative rps, while Figure 4.21 contrasts the models' average rps. In total 44 matches were evaluated, Table 4.10 tracks the correlation between the number of total matches and the cumulative rps, the number of matches per week and the average rps, as well the correlation between cumulative and average rps.

Table 4.10: Correlation between \# of Matches and RPS

| Model | num_cumrps | cum_cumrps | cum_avgrps | avgrps_cumrps |
| :---: | :--- | :--- | :--- | :--- |
| FootballMLP | -0.2055 | 0.9996 | -0.6302 | -0.6210 |
| Bayes | -0.2106 | 0.9953 | -0.2430 | -0.2468 |
| FootballMLP10 | -0.2221 | 0.9970 | -0.5669 | -0.5307 |
| Hybrid | -0.2177 | 0.9884 | 0.1922 | 0.2014 |

Each week the number of tested matches varied, so it is important to understand the relationship with its error. This way it can be attempted to determine which model is a better learner through time. The next are the key points found:

- In the four models a negative correlation between the number of matches and its cumulative rps is present, meaning that the error increases with fewer matches predicted in the past, or well decreases with more training matches.
- As expected the number of matches that were predicted is highly correlated to the cumulative rps.
- About the influence of the training set length in each particular predicted match. There is a negative impact for both the statistics and Bayesian model, meaning that as the training set increases the average rps decreases and vice versa. The opposite situation occurred with the hybrid model meaning that as the training set expands, the average rps increases as well. This argument also explains the relationship between average rps and cumulative rps.

As it can be seen in Figure 4.20 over the first 8 weeks the Bayesian Model had a smaller cumulative ranked probability score. However, when looking at Figure 4.21 it's important to remember the initial training set of 10 matches for the hybrid model, and see how its error decreases through each week. After the analysis on Table 4.10 the model that was able to decrease the RPS, at a high rate, while more matches were given was the statistics model from FootballMLP. Figure 4.18 compares the distribution of the predicted classes in a confusion matrix. First, it is compared the models with a large dataset of 760 matches in its training which were Hervert's Bayesian algorithm and FootballMLP. Later, Figure 4.19 compares a narrow version of FootballMLP initially trained with 10 matches, against the extended feature selection on the Hybrid model.


Figure 4.18: Confusion matrix comparing Statistical models with historical data.


Figure 4.19: Confusion matrix comparing Statistical model and Hybrid model with current data.


Figure 4.20: Cumulative RPS per week

### 4.4 Discussion

The purpose of this thesis was to bring up match characteristics that measured Fan Avidity and to see how those features are relevant when compared to other fixture's attributes by correctly predicting a fixture result.

In the first part of the work, FootballMLP tries to narrow the barriers between Machine Learning and Sports Analytics, by studying team's performance per league, and also, by training a predictive pipeline that generalizes well for several leagues, and especially making this pipeline able to interpret the results from several football characteristics.

Section 3.1 beyond showing which characteristics can discriminate match performance, compares several Machine Learning models and concludes Naive Bayes as the best model for


Figure 4.21: Average RPS per week
match classification. Further, this section proposes ensemble methods for solving the disparity problem when the opponent's performance is similar and shows a lift of 0.2 in the F1-score of draws.

Section 3.2 mines Social Networks from football conversations, specifically, it gathers the tweets before a match and computes closeness centrality in a network given a sentiment polarity to measure Fan Avidity in a team and between teams.

The Hybrid Model in Section 4.3.2 aggregates the closeness centrality measures to the performance statistics, when this combination is used on FootballMLP, which pipeline assures to keep the significant features, it is showed that closeness for the away team has a huge weight when classifying the match.

Table 4.11 is a summary of the models presented in this thesis, versus a set of the models found in the literature. The primary condition whether to include or not a model using statistics was to identify its evaluation following the season order, instead of a random train/test split, sentiment's models were not subjected to this condition, since they do not neef to perform aggregates on team's statistics. Also, it is important to emphasize that these models are tested in different competitions and leagues, as well, in different periods. However, the objective was still the same, which was to overcome the baseline $50 \%$ accuracy.

The min accuracy column helps to identify when testing multiple models the next two questions: how well the data is a descriptor of the competition? is it constant, or is it luck?

Table 4.11: Match prediction benchmark.

| Model | Competition | Seasons | Initial <br> Train <br> Set | Test <br> Set <br> Matches | Min <br> Accuracy | Max <br> Accuracy | Avg <br> Accuracy |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Bayes Model | England | $20^{\prime}$ | 760 | 44 | - | - | 0.61 |
| Hybrid Model | England | $20^{\prime}$ | 10 | 44 | - | - | 0.55 |
| FootballMLP | Spain, England <br> Italy, Germany <br> France, Dutch <br> Portugal | $18^{\prime}, 19^{\prime}, 20^{\prime}$ | 10 | 5340 | 0.43 | 0.56 | 0.50 |
| Sentiment <br> Model | England | $20^{\prime}$ | - | 54 | 0.44 | 0.52 | 0.48 |
| The Wisdom <br> of The Silent <br> Crowd (SA) | World Cup | $18^{\prime}$ | 56 | 8 | 0.25 | 0.87 | 0.55 |
| Predicting <br> wins and <br> spread (SA) | England | 13, | - | 122 | 0.38 | 0.50 | 0.45 |
| The harsh rule <br> of the goals | Spain, England <br> Italy, Germany | $13^{\prime}$ | 10 | 1446 | 0.49 | 0.60 | 0.53 |
| Predicting <br> Football <br> Results | Spain, England <br> Italy, Germany <br> France | $14^{\prime}, 15^{\prime}$ | 10 | 3800 | 0.42 | 0.51 | 0.47 |

For example, in the paper the harsh rule of the goals [6] the Nearest Neighbor model in Germany has the maximum accuracy of $60 \%$ and the minimum accuracy of $49 \%$ in Spain when using Naive Bayes model. Meanwhile, Predicting Football Results Using Machine Learning Techniques [12] finds the highest accuracy of $51.1 \%$ when using expected goals instead of goals in SVC linear classification, and the lowest accuracy of $44.6 \%$ when performing the match score linear regression and then doing a Poisson Distribution to generate match probabilities. It should be highlighted that FootballMLP is the larger tested model with over 5,000 matches predicted. Also, if the sentiments model on its own is compared to Schumaker [44] with the highest accuracy of $50.49 \%$, the current model has a slightly better performance with $52 \%$ accuracy. However, it is still a limitation gathering and processing this information for extending the evaluation.

In the end, some challenges are found when evaluating a match result. First, when comparing how well labels are classified, and second how well probability is calculated. For the 44 matches benchmarked the distribution is as follows 19 wins, 7 draws, and 18 losses.

For the first part of the evaluation, Figure 4.18 compares models with larger training datasets, which we will refer to as models trained with history, while Figure 4.19 are models with a tight window of the current season. It is interesting how historical models tend to predict more the losing class when compared to the models trained on the latest results. As explained earlier; FootballMLP, FooballMLP10, and the hybrid model follow the same pipeline, but are trained differently, this ensemble mechanism was effective to balance the decision of predicting a draw, when compared to Hervert's bayesian model. Also, the hybrid model, with
a variety of features, showed slightly better performance on draws and losses when compared to FootballMLP10.

The second part of the evaluation deals with the Ranking Probability Score, It is important to point out that larger probabilities in the draws class will minimize the error when misclassifying wins and losses, so overpredicting draws with a large probability will narrow down the cumulative error as in Hervert's bayesian model. Figure 4.21 that plots the average RPS per match in a week, shows how FootballMLP's historical knowledge starts with an accurate score and recognizes how the model is learning through time. While the hybrid model, with stochastic features from sentiment analysis, is able to perform extremely well with no knowledge, and how it is sensitive to noise and larger time frames.

## Chapter 5

## Conclusion

This thesis' source code is open access and it can be found under the FootballMLP project [29]. The Winning Mining Formula for Football Competitions extends the evaluation of FootballMLP by gathering bookies' odds and calculating the payout of the model. Predicting Soccer Results through Sentiment Analysis [31] is the final deliverable for the Sentiment Analysis study, while Social Networks as Room for Improvement in Football [30] reviews the literature on the way soccer institutions engage fans through social media. And shows how this technology applies artificial intelligence by analyzing sentiment in these massive conversations.

The main research question Based on Graph Theory, could users' sentiment be evaluated as a metric to score Fan Avidity? is solved on Section 3.2. Even though there is existing research on sentiment analysis for soccer prediction, this is the first time a social mining approach is used, when engineering characteristics from centrality measures. Also, the idea of solving unbalance problems by computing edges' weights relative to the size of the network, and to the reach of a tweet by encountering the number of likes and shares, is unique.

The second question Is Fan avidity a determinant feature when predicting results previous to a match? I will answer yes, the ANOVA pipeline in the Hybrid model proofed that closeness centrality in the away team is a significant feature for the prediction. Questions number three and four try to compare the match prediction accuracy from the statistical model to a model with the context characteristics. It is a surprise that the hybrid model performs extremely well with less training information, however, the statistical model, as seen in FootballMLP, can decrease the error while understanding the team's performance as the season advances.

The challenge that is faced for the hybrid model is capturing conversations before a match, however, this information is interchangeable when needing fewer historical records. When considering sentiment features only, this prediction mechanism can be decoupled from football leagues and even sport, from the fact that it does not consider statistics at all. FootballMLP instead needs a set of repeatable events to work out, the best finding is the ensemble model which can solve the disparity problem when predicting draws.

Future research must try to study the performance behavior of teams' regressions into Time Series Analysis. Also, it is important to extend the results from the mixture of football statistics and sentiment analysis models and to expand this study into several leagues. However, the sentiment analysis field faces some challenges, for example, the lack of multilingual
models, since current research is mostly focused on the English language. As mentioned earlier, the advantage of scoring sentiment is to decouple the understanding of statistics that change from sport to sport. The development of a framework that gathers conversation before a game starts on different sports and performs sentiment analysis prediction is something to look forward to. Also, the design of metrics that evaluate the models' accuracy, in order, to penalize in a more accurate way different models classification and probability results is something to work on.

Finally, this thesis is truly inspired by the unpredictability of sports and football pools. The aim was to capture learning from different information systems such as historical statistics and fan's empirical knowledge. Now it is possible to suggest that football leagues are more stable from weeks 24 to 32 and leagues such as Eredivise, Premier League, and Serie A are easier to predict, and draws are phenomena independent from time.

## Chapter 6

## Appendix

### 6.1 Model Summary

### 6.1.1 OLS Goals Difference



Notes:
[1] $R^{2}$ is computed without centering (uncentered) since the model does not contain a constant. [2] Standard Errors assume that the covariance matrix of the errors is correctly specified.

The smallest eigenvalue is $6.18 \mathrm{e}-23$. This might indicate that there ar

### 6.1.2 OLS Fixtures' Results



Notes:
[1] $R^{2}$ is computed without centering (uncentered) since the model does not contain a constant.
[2] Standard Errors assume that the covariance matrix of the errors is correctly specified.
[3] The smallest eigenvalue is $6.18 \mathrm{e}-23$. This might indicate that there are
strong multicollinearity problems or that the design matrix is singular.

### 6.2 Model Summary Feature Selection

### 6.2.1 OLS Goals Diffrence



Notes:
[1] $R^{2}$ is computed without centering (uncentered) since the model does not contain a constant.
[2] Standard Errors assume that the covariance matrix of the errors is correctly specified.
[3] The smallest eigenvalue is $1.59 \mathrm{e}-27$. This might indicate that there are
strong multicollinearity problems or that the design matrix is singular.

### 6.2.2 OLS Fixtures' Results



Notes:
[1] $R^{2}$ is computed without centering (uncentered) since the model does not contain a constant. [2] Standard Errors assume that the covariance matrix of the errors is correctly specified.

### 6.3 Classification Report per League

Table 6.1: Classification report in Spain's League.

| Classification Report |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | precision | recall | f1-score | support |
| $\mathbf{- 1}$ | 0.35 | 0.49 | 0.41 | 233 |
| $\mathbf{0}$ | 0.33 | 0.22 | 0.26 | 243 |
| $\mathbf{1}$ | 0.56 | 0.54 | 0.55 | 384 |
| accuracy avg/total | 0.43 | 0.43 | 0.43 | 860 |

Table 6.2: Classification report in England's League.

| Classification Report |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | precision | recall | f1-score | support |
| $\mathbf{- 1}$ | 0.54 | 0.64 | 0.59 | 287 |
| $\mathbf{0}$ | 0.27 | 0.17 | 0.21 | 184 |
| $\mathbf{1}$ | 0.60 | 0.62 | 0.61 | 389 |
| accuracy avg/total | 0.53 | 0.53 | 0.53 | 860 |

Table 6.3: Classification report in Italy's League.

| Classification Report |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | precision | recall | f1-score | support |
| $\mathbf{- 1}$ | 0.56 | 0.54 | 0.55 | 277 |
| $\mathbf{0}$ | 0.32 | 0.29 | 0.31 | 215 |
| $\mathbf{1}$ | 0.61 | 0.67 | 0.64 | 357 |
| accuracy avg/total | 0.53 | 0.53 | 0.53 | 849 |

Table 6.4: Classification report in Germany's League.

| Classification Report |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | precision | recall | f1-score | support |
| $\mathbf{- 1}$ | 0.54 | 0.39 | 0.45 | 235 |
| $\mathbf{0}$ | 0.25 | 0.20 | 0.22 | 165 |
| $\mathbf{1}$ | 0.52 | 0.70 | 0.59 | 284 |
| accuracy avg/total | 0.47 | 0.47 | 0.47 | 684 |

Table 6.5: Classification report in France's League.

| Classification Report |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | precision | recall | f1-score | support |
| $\mathbf{- 1}$ | 0.45 | 0.41 | 0.43 | 222 |
| $\mathbf{0}$ | 0.32 | 0.23 | 0.27 | 208 |
| $\mathbf{1}$ | 0.55 | 0.67 | 0.60 | 348 |
| accuracy avg/total | 0.48 | 0.48 | 0.48 | 778 |

Table 6.6: Classification report in Dutch's League.

| Classification Report |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | precision | recall | f1-score | support |
| $\mathbf{- 1}$ | 0.51 | 0.60 | 0.55 | 181 |
| $\mathbf{0}$ | 0.29 | 0.23 | 0.26 | 135 |
| $\mathbf{1}$ | 0.69 | 0.68 | 0.68 | 311 |
| accuracy avg/total | 0.56 | 0.56 | 0.56 | 627 |

Table 6.7: Classification report in Portugal's League.

| Classification Report |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | precision | recall | f1-score | support |
| $\mathbf{- 1}$ | 0.50 | 0.50 | 0.50 | 225 |
| $\mathbf{0}$ | 0.26 | 0.15 | 0.19 | 159 |
| $\mathbf{1}$ | 0.56 | 0.68 | 0.61 | 298 |
| accuracy avg/total | 0.50 | 0.50 | 0.50 | 682 |
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