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Closing the Gap on Affordable Real-Time Very Low
Resolution Face Recognition for Automated Video

Surveillance
by

Luis Santiago Luévano Garcı́a

Abstract

Public and private security is a worldwide problem where efficient and automated video-
surveillance technologies have a lot of potential. In an emerging country like Mexico, a
functional real-time automated video-surveillance system will have a very positive social,
economic, and technological impact. Proposing an open framework for face recognition
at very low resolutions which public and private institutions could implement and take ad-
vantage of, will ultimately benefit our society and contribute to the state of the art in terms
of efficacy and efficiency. Currently, efficient face recognition for automated video surveil-
lance is not present within the reach of public institutions and much less so for the smallest
business establishments, such as convenience stores and small offices. To make an impact
in this area, the scientific problem that we are focusing on solving is the one of effectively
and efficiently extracting robust facial features from Very Low Resolution face images from
surveillance footage, to perform the appropriate subspace projection, and perform the pos-
terior face identification using a dataset reference, in order to improve in efficiency terms.
In this thesis, we propose solving this problem using our novel method, BinaryFaceNet, with
state-of-the-art training methodology and advancements in the Binary Neural Network (BNN)
and Lightweight Convolutional Neural Network (CNN) literature. The implementation of our
method makes accurate and real-time face recognition available for affordable ARM-based
embedded devices, with limited identification and verification performance penalties while
achieving an inference performance of less than 90% latency against state-of-the-art BNNs.
We finally discuss the feasibility of implementing BNN technology on extremely limited hard-
ware, the compromises made to achieve maximum efficiency, training stable ultra-compact
binarized models, and provide future work directions to complement this proposal. Finally,
in our concluding remarks, we summarize the research work done and the research outcomes
during the tenure of this thesis project.
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Chapter 1

Introduction

Automated face recognition (FR) using computers is a problem that has been of the scientific
community’s interest for almost six decades now. Applications for facial recognition include
surveillance tracking and biometrics authentication [68], most importantly. Advancements in
computer hardware now allow us to process millions of images using a personal consumer-
grade computer, giving us the ability to research more robust and accurate pattern recogni-
tion models. Today, many face recognition solutions can run in real-time on a smartphone.
However, there are still major challenges in this area including recognition in uncontrolled
environments, image resolution, image artifacts, and the overall robustness, reliability, and
inference runtime for a real-time working surveillance application.

In this thesis work, we analyze the problem of real-time face recognition over Very Low
Resolution face images from unconstrained surveillance scenarios using affordable limited
hardware and we propose a working approach for this specific scenario. This problem is im-
portant to analyze due to the fact that modern approaches for this scenario require expensive
hardware to perform face recognition and some are virtually unfeasible to run in real-time.
The use of heavier methods translates to more computation time, energy, budget, and lim-
its the amount of matches that can be performed at the same time. Our efficient approach
suited for real-time applications, named BinaryFaceNet, is a Binary Neural Network (BNN)
designed for maximizing efficiency performance, while having competent face identification
and verification performance on state-of-the-art benchmark datasets for the Very Low Reso-
lution Face Recognition problem, compared to state-of-the-art BNNs. Finally, we provide the
concluding remarks based on our research results.

1.1 Traditional face recognition
Traditional face recognition methods have been successful in environments with controlled
illumination and no occlusion, where cameras of High Resolutions are employed with a corre-
sponding High Resolution facial region of interest. Face recognition in uncontrolled scenarios
is especially challenging Robustness has been added to face recognition algorithms by doing
face pose estimation, face frontalization, and simulating conditions via data augmentation
(random occlusion, cropping, and rotating). In general, High Resolution in the face region
allows us to get more discriminant features from the face and as such, dealing with artifacts

1



CHAPTER 1. INTRODUCTION 2

like Very Low Resolution images is extremely challenging [75]. Recognition performance
starts to heavily degrade in scenarios with face region areas of 32×32 pixels and less as [12].

The face recognition pipeline, depicted in Figure 1.1, models different aspects of the
face recognition problem as its own sub-problem. It consists of the following steps [92, 68]:

1. Face detection: extract the face(s) from an image.

2. Face alignment: estimate face orientation and warp the face image to a frontal face
template.

3. Feature extraction: extract the most discriminant features from a face. Select global
and/or local features.

4. Face representation: select an appropriate descriptor for the face image and features.

5. Face recognition step or model training: use the descriptor either to compare against
the trained model or use the image for training. Match images by employing similarity
measurements to score the query image with the images saved in the model.

Figure 1.1: Face recognition pipeline as illustrated in [68]. It consists on detecting the face
image, normalizing it, extracting relevant features and use them compare against a previously
enrolled biometric face template.

For the face detection step, classic algorithms, such as the Boosting approach proposed
by Viola and Jones [119], are accurate and very efficient for runtime for real-time applications.
More modern Deep Learning-based approaches include Retinaface [30] and MTCNN [144],
where the latter detects and aligns faces in a single step. Standard methods for face recognition
are the ones based on holistic representations and human-engineered features. Holistic repre-
sentation approaches include Eigenfaces [116] and Fisherfaces [7], aiming to mathematically
represent an identity using whole facial features. Later, feature-based face recognition was
performed using extracting Local Binary Pattern Histograms [34] and Gabor [24], SIFT [73],
and SURF [6] features. Feature matching using Principal Component Analysis (PCA) and
Linear Discriminant Analysis-based matching [118] is also common. Works with learned de-
scriptors such as [17] also started to emerge. However, these methods struggle with capturing
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the non-linearity of face appearances in unconstrained scenarios. The face recognition task
has four variants: open or close set identification (one-to-many probe and gallery matching)
or verification (one-to-one probe and gallery matching). Open-set refers to the task where the
probes can either appear or not in the gallery, while closed-set refers to the task where probes
always appear in the gallery [123].

Benchmark Mean Height # Identity # Image
LFW [56] 119 5,749 13,233
VGGFace [88] 138 2,622 2.6M
MegaFace [60] 352 530 1M
CASIA [136] 153 10,575 494,414
IJB-A [61] 307 500 5,712
IJB-B [61] >100 1,845 21,798*
IJB-C [82] >100 3,531 31,334*
CelebA [71] 212 10,177 202,599
UMDFaces [5] >100 8,277 367,888
MS-Celeb-1M [45] >100 99,892 8,456,240
MegaFace2 [85] 252 672,057 4,753,320
YouTube Faces [129] 100 1,595 621,126

Table 1.1: Summary of popular face recognition benchmark datasets, expanded from [22]. We
note that all of them have a mean height of more than 100 pixels, considered High Resolution.
*Only accounts for still-image data.

Since the introduction and explosive growth of Deep Learning in 2011, starting with
AlexNet [62] and VGG Convolutional Neural Networks (CNNs) [106] for general-purpose
Computer Vision recognition tasks, modifications of various Convolutional Neural Network
concepts have been made to tackle other specific Computer Vision problems [39, 36, 89] as
well as for the face recognition problem, using millions of face images for training. Some
of these approaches include VGGFace [88], DeepFace [111], and FaceNet [101], making a
tremendous leap in face recognition performance in benchmark datasets including Labeled
Faces on the Wild (LFW) [56], CelebA [71], and YouTube Faces [129]. These methods are
particularly successful with train and test cases in uncontrolled scenarios [123]. Table 1.1
contains a summary of popular benchmark datasets for face recognition purposes, detailing
the mean height of the facial region of interest, the number of identities and the number of
images. All of the referenced datasets have a region of interest with a mean height of more
than 100 pixels.
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Figure 1.2: Face recognition accuracy performance on the Labeled Faces on the Wild (LFW)
dataset and method type proposals over the years, taken from [123]. Earlier holistic ap-
proaches struggled with unconstrained data, while Deep Learning-based methods capture im-
age condition non-linearity better, at the cost of computational complexity.

As expected, many of the solutions proposed nowadays are Deep Learning-based ap-
proaches, since more datasets and benchmarks are available as well as the computational
power means to train and test these heavier methods. Figure 1.2 shows the improvement from
classic FR approaches to these newer CNN-based approaches. However, training and testing
on these very deep networks pose challenges for run-time on less-capable devices such as
laptops, mobile phones, and embedded systems and the need for fast and accurate face recog-
nition systems. In recent years, efficient CNN architectures for genera-purpose Computer Vi-
sion tasks have emerged, with the most prominent being MobileNets [55, 99, 54], ShuffleNets
[147, 76], EfficientNet [113], and VarGNet [146]. This approach type is commonly called
Lightweight Convolutional Neural Networks, commonly aimed to run under model size and
complexity constraints, such as less than 20 MegaBytes and 1 Giga FLOps (Floating-point
Operations per Second). Lightweight CNNs for face recognition include variations on these
architectures. MobileFaceNet [20], ShuffleFaceNet [79], and [132] obtain a good face recog-
nition accuracy and efficiency trade-off in traditional face recognition surveillance scenarios
[32, 81] and also in masked face recognition scenarios [29].

1.2 Very Low Resolution Face Recognition (VLR FR)
High resolution face recognition, as discussed in the previous section, has been successful
in unconstrained FR benchmarks [123, 32]. However, the challenge of achieving fast and
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accurate Very Low Resolution Face Recognition over unconstrained scenarios still remain.
Consistent with previous literature [75, 22, 124], we define Very Low Resolution (VLR) as
the face regions with a resolution area of 32×32 pixels or less. Classic approaches for VLR
FR include evaluations in datasets such as CEMU-PIE [44] and FERET [90], which are good
benchmarks for a Very Low Resolution Face Recognition in controlled environments, where
hand-crafted methods perform very well in both recognition performance and run-time [65].
Additionally, naı̈ve data augmentation methods, mainly bilinear interpolation, are extensively
used to generate synthetic image pairs in low resolution and High Resolution and still get
an accurate FR performance. Nevertheless, a real-world uncontrolled setting is still very
challenging due to occlusion, pose differences, and distortion artifacts, where these classic
methods perform very poorly.
Factors that can affect recognition performance include the type of camera being used, the
distance between the object and the camera, the domain disparity between gallery images in
controlled environments against the Very Low Resolution captured face from the camera feed
(when the gallery image is available), the training and fine-tuning datasets, and the degradation
of features at this extreme low resolutions [47]. Experiments have been done to assess trained
human performance against automatic systems, where -in those specific experimental settings-
human face recognizers achieved 93% of accuracy [96].

1.2.1 Datasets
Currently, efficient Very Low Resolution Face Recognition under surveillance scenarios is
a very niche research area, with limited datasets available. In recent efforts for expand-
ing these types of studies, unconstrained datasets with native VLR imagery have been pro-
posed. Such datasets are the QMUL-SurvFace[23], QMUL-TinyFace[22], and IJB-S[59].
Other challenging benchmark datasets for the Very Low Resolution Face Recognition under
surveillance scenarios include the following: SCface[42], Point and Shoot Challenge[9], and
UCCS Face[100].

Database name Source Quality Static image/video # subjects # images

Point and Shoot[9] Manually Collected HR + blur static + video 558 12,178
SCFace[42] Surveillance HR + LR static 130 4,160
QMUL-Survface[23] Surveillance VLR static + video 15,573 463,507
QMUL-TinyFace[22] Web VLR static 5,139 169,403
UCCSface[100] Surveillance HR + blur static 308 6,337
IJB-S[59] Surveillance HR + VLR static + video 202 3 million+

Table 1.2: Summary of unconstrained surveillance datasets of interest. Taken from [75]. Most
datasets contain HR and VLR image pairs, however, the largest-scale datasets include native
VLR images with their subject labels only. This further complicates the native unconstrained
VLR face recognition scenario. LR refers to images below 100×100 pixels of face area
resolution but not below 32×32, as opposed to VLR images below 32×32.

Table 1.2 summarizes the datasets available for the Very Low Resolution Face Recog-
nition specific task. The source column indicates from which scenario the data was obtained,
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Figure 1.3: Samples from popular VLR FR datasets, taken from [75]. The domain difference
from the reference image to the VLR surveillance footage, unconstrained conditions, and lack
of features make this problem challenging for classic face recognition methods.

.

the quality column indicates the type of available images where ”HR” corresponds to High
Resolution imagery, ”VLR” to Very Low Resolution imagery, ”LR” to Low Resolution im-
agery between 32×32 and 100×100, and ”blur” to blurred Low Resolution images, the static
image/video column indicates whether the dataset has static images and also contains video
data or not, and the next columns indicate the total number of identities and number of images
(including images from videos). The datasets containing native HR and VLR data are suitable
for heterogeneous face recognition approaches, where a reference gallery image is available
to compare the VLR probes against. The QMUL-Survface and QMUL-TinyFace only in-
clude native Very Low Resolution face imagery, making them most suitable for homogeneous
face recognition approaches, where there is no distinction when processing data from differ-
ent sources. It is also possible to simulate the heterogeneous scenario and the homogeneous
scenario using image interpolation methods.

1.2.2 VLR FR approaches overview
Classic approaches for attempting to solve the VLR FR problem include those based on PCA
for feature extraction and Linear Discriminant Analysis or similar approaches for projecting
High Resolution and Very Low Resolution images in a common subspace and posterior clas-
sification [65, 11, 104]. Newer Deep Learning-based alternatives have been proposed as well.
Some of these CNNs are focused on modeling the relationship using real or synthetic HR and
VLR pairs such as the, Transferable Coupled Network (TCN) [140], the Feature Aggregation
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Network (FAN) [137], and the Complement Super Resolution and Identity (C-SRI) [22]. Ho-
mogeneous face recognition using Regular Lightweight CNNs for face recognition has also
been explored [80], highlighting the importance of simulating VLR conditions using different
image interpolation methods. We can classify the VLR FR approaches as follows for the het-
erogeneous VLR FR variant of the problem: solutions commonly classified as Coupled Map-
pings (also called Projection methods or Domain Adaptation methods) and Super Resolution
(also called Synthesis Methods) techniques. Coupled Mappings aim to project images to a
single latent subspace and Super Resolution methods intend to produce a better-quality image
before performing classification. Methods for addressing the homogeneous VLR FR vari-
ant, without domain distinction, mostly include traditional face recognition methods, using
different interpolation methods, as previously discussed. An in-depth explanation of related
methods and theoretical framework for our solution is provided in Chapter 2.

1.3 Relevance
Public and private security and safeguarding, to this day, still have many areas of improve-
ment, both in developed countries and on underdeveloped ones. Talking about public security,
in the particular case of Mexico, the government is actively investing in video-surveillance
equipment. However, existing security systems, still require manual human operation to mon-
itor, call up, and attend to any emergency. In Mexico City’s metropolitan area alone, more
than 35,000 cameras have been installed since 2015, with a special focus on crowded places
such as banks, stores, schools, hospitals, and public transportation [3]. Additionally and per-
haps more importantly, some smaller commercial establishments wouldn’t have the budget
to invest in the best-in-class cameras for optimal operation and automated video-surveillance
performance, hindered by heavy distortion and low resolution artifacts. We consider that
solving the efficiency problem associated with Very Low Resolution Face Recognition would
greatly improve the state of the art on automated video-surveillance systems, in terms of costs
and operational efficiency. Approaching the VLR FR problem from an efficiency perspective
directly tackles the social and operational implications of the problem at hand [83]. As of this
moment, there is no automated face recognition and automated video surveillance within the
reach of this smaller type of commercial establishments and the general public.
Some caveats with the use of state-of-the-art surveillance systems in Mexico, as detailed on
[83], are:

• Being able only to monitor only a limited number of cameras at the same time. If a
person can monitor around 10 cameras, it is unfeasible to have the required amount
of people at a surveillance center in order to monitor the whole set of the surveillance
system with 8-hour-a-day shifts for uninterrupted monitoring [95].

• Human errors and high cost of acquiring the surveillance equipment.

• For much of the crime that happens in real-time and is being recorded on camera, it still
is very hard for a human operator to identify it and current systems still rely on manual
emergency calls in order for the police to act.
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• Some of the footage is not even being monitored in real time, it is only used for later
procurement.

• Economic inequality is expressed in the sophistication of security in certain areas only,
as well as in the levels of criminality and public insecurity. In this case, poor neighbor-
hoods homogeneously segregated live in a climate of major violence and insecurity.

• The use of video surveillance systems in certain areas only contributes to the building
of stereotypes and social prejudices, which negatively affect the acceptance of diversity
and citizenship building.

1.4 Problem description
As Computer Vision researchers at Tecnológico de Monterrey, we are highly committed to the
economic, political, social, and cultural development of our community. To fulfill our mis-
sion, this doctoral thesis work contributes to efficient facial recognition technologies for the
low resolution unconstrained surveillance context. We address the scientific problem of effi-
ciently extracting robust facial features, accurately projecting them, and matching them
in a unified space from Very Low Resolution surveillance footage and High Resolution
gallery face images indistinctively. Considering Very Low Resolution as a face image of
32×32 pixels and less, a High Resolution face image of 100×100 pixels, and real time of
5 to 10 Frames Per Second (FPS). We take into account as affordable hardware the Nvidia
Jetson platforms and mobile ARM processors. We consider that solving such problem would
greatly improve the state of the art on automated video-surveillance systems in terms of costs
and operational efficiency, as well as solving the security and social problems detailed in the
previous section.

Classic hand-crafted methods struggle with capturing the non-linearity of the uncon-
strained surveillance conditions and the projections from both resolution domains in a unified
space. Leveraging recent developments on efficient Deep Learning-based methods can lead
to more robust face descriptors [32]. Most successful methods for face recognition in VLR
unconstrained scenarios rely on heavily taxing algorithms based multiple-branch CNNs or
dense block designs [74, 140], which are not feasible to implement for real-time applications
sometimes even with a high amount of computational resources [107, 74, 22]. Growing inter-
est towards Lightweight CNNs, Quantized and Binarized Neural Networks (BNNs) for VLFR
are still niche research areas [75].

We have identified that the factor that mostly hinders unconstrained VLR FR perfor-
mance is the extraction of features robust to noise, scale, and orientation at such low resolu-
tions. These problems are accentuated by occlusion, blur and face pose variations. As such,
we are convinced that the way to create a more efficient and accurate method for this scenario
is to employ the guidelines from the most recent developments in the design of CNNs for face
recognition [33, 31, 79], Lightweight CNNs [99, 76, 54], robust feature extraction at VLR
using residual networks [74], and quantized and binarized neural networks [4, 8].
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Another problem that we have identified in the state of the art is the data augmentation
strategies used to both create datasets and add robustness at the training step. Some of the
methods use naı̈ve bilinear interpolation to create synthetic VLR datasets or upscaling images
for feature extraction and matching. The generated images do not represent the native real-
world VLR images captured by a surveillance camera. There is an area of opportunity for
leveraging data augmentation and interpolation methods. This can lead to improving robust-
ness in the feature representation.

1.5 Objectives and contributions
The main objective of this thesis work is:

To create a Very Low Resolution Face Recognition method that efficiently extracts
facial features, projects them, and matches them in a unified space from native surveil-
lance footage and High Resolution face images indistinctively, in real-time (5-10 FPS) on
an Nvidia Jetson Nano platform; while achieving comparable state-of-the-art accuracy
and True Acceptance Rate-False Acceptance Rate (TAR@FAR) trade-off with faster in-
ference time performance of a magnitude of at least 2× from successful Quantized Deep
Learning-based methods from the state of the art on VLR benchmark datasets.
The designed architecture will need to achieve an adequate accuracy-efficiency trade-off to
not use all the hardware resources on the platform and leave a reasonable headroom for the
rest of the face recognition pipeline.

As such, the specific objectives are the following:

1. To reate a binarized approach for matching the probe face images and the enrolled
gallery face images across different resolutions and conditions, with a real-time effi-
ciency performance. We will assess the efficiency-accuracy trade-off with the amount
of compromised precision percentage against the reduced inference latency compared
to the state-of-the-art BNNs on VLR benchmark datasets.

2. To use an effective image interpolation strategy, to improve robustness by better simulat-
ing VLR conditions. The influence of more adequate data interpolation techniques such
as bicubic and inter-area interpolation will be tested with the performance metrics iden-
tification accuracy and TAR@FAR verification rates when including such techniques
and removing them to correctly measure their impact on the overall method’s perfor-
mance.

3. To achieve a runtime inference performance of 5 to 10 FPS in a single core on affordable
ARM hardware (defined in Section 1.7). The inference runtime tests on target hardware
are performed for the face recognition step of the pipeline and reported in seconds-per-
image and FPS to evaluate this objective.

4. To propose a BNN architecture with at least 50% fewer operations and 50% less infer-
ence time latency compared to state-of-the-art BNNs, with more than 95% binarized
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operations. This objective will be assessed with the total Multiply Accumulate oper-
ations, inference time performance in seconds per image, and the binarized operation
ratio of the total network.

Efficient VLR FR for embedded systems is a very niche research area. Many VLR FR
methods are not focused on bringing this surveillance application to a real-time scenario. This
thesis project presents the following contributions to the state of the art:

• An original specialized method for VLR face recognition based on state-of-the-art ef-
ficient BNN approaches running in real-time on affordable hardware. This original
approach does not solely rely on Lightweight CNN methods for face recognition previ-
ously tailored for HR FR.

• An approach for efficient and robust feature extraction that achieves a comparable iden-
tification and verification performance on the unconstrained VLR FR setting.

• The democratization of automated video-surveillance technologies with state-of-the-art
real-time algorithms that run on affordable hardware, to reach the broadest possible
public audience. The source of this research project is publicly available a.

• An in-depth study of the limitations of automated Face Recognition at Very Low Reso-
lutions, the implementation of binarization technologies, and processing constraints on
power-efficient ARM platforms.

1.6 Hypothesis and research questions
If we create a flexible Quantized Neural Network architecture, with the latest developments
in Lightweight Convolutional Neural Networks for face recognition and Binarized Neural
Networks, we will effectively close the gap for a real-time automated video-surveillance ap-
plication for Very Low Resolution Face Recognition in the wild, while maintaining a limited
compromise on face recognition performance compared to the state-of-the-art BNNs.

As such, the research questions are:

• Which modifications from efficient network architectures would yield satisfactory re-
sults for any given recognition step, in accordance with our objectives?

• Which VLR FR approach would be the most appropriate to use to add robustness to the
face descriptor while lowering the inference time for a real-time application?

• Which resolution would be the lowest for which we can produce usable results, such
as having more than 50% accuracy on benchmark datasets while meeting our run-time
objectives?

• Which aspects of an efficient network architecture (MACs, model size, number of pa-
rameters) affects the most for being able to implement a real-time constrained surveil-
lance application?

aThe code repository for this research project is available at: https://github.com/lluevano/
insightface_larq_keras

https://github.com/lluevano/insightface_larq_keras
https://github.com/lluevano/insightface_larq_keras
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1.7 Hardware setup
The focus of this proposal is for achieving real-time detection, alignment, and verification in
affordable systems. The proposed hardware for verifying these requirements is:

• Nvidia Jetson Nano, equipped with an ARM quad-core ARM A57 CPU, 2GB RAM,
16GB eMMC, Nvidia Maxwell GPU with 128 CUDA cores at 921MHz.

Training will be performed using two systems with AMD Ryzen 7 processors, 64Gb
RAM, NvME PCIe M.2 solid state drives, and two Nvidia GTX 1080Ti graphics cards.

The next section will outline the state of the art with respect to the variety of topics
surrounding the research of Very Low Resolution and face recognition and Quantized Neural
Networks; followed by our proposed solution, BinaryFaceNet, methodology, and concluding
remarks.



Chapter 2

Related work, Remarks, and Theoretical
Framework

In this chapter, we discuss in-depth the most relevant approaches for VLR face recognition,
as well as the theoretical foundations for the components of our proposal, BinaryFaceNet.

2.1 Related work
In this section, we present approaches of the Very Low Resolution Face Recognition litera-
ture and also for the newer most efficient approaches for image recognition using Quantized
Neural Networks, which are relevant to our efficient proposal for approaching our real-time
scenario on embedded devices. Figure 2.1 shows the two main variants present in the VLR FR
literature: Heterogeneous Face Recognition and Homogeneous Face Recognition approaches.
Heterogeneous Face Recognition approaches attempt to model the domain difference between
VLR and HR images, and Homogeneous Face Recognition methods do not make this distinc-
tion directly in the method definition.

2.1.1 Heterogeneous Face Recognition approaches for Very Low Reso-
lution

Some of the biggest challenges in the context of surveillance using very low-resolution images
are the domain disparity from the high resolution reference image in controlled conditions
(gallery) and the Very Low Resolution native probe images, the lack of features at a Very
Low Resolution space, and the runtime of the solutions, usually requiring a high amount of
computing power such as graphical processing units (GPUs) with a high amount of VRAM
and computing capabilities. This subsection details subspace projection-based approaches,
also commonly called Coupled Mappings (CM) or Multidimensional Scaling (MDS).

2.1.1.1 Projection methods: Coupled Mappings

Coupled Mapping methods aim to find an adequate representation of data from different do-
mains by projecting the data into a single unified space. In our scenario, they match images

12
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Figure 2.1: Taxonomy for the VLR FR literature landscape, taken from previous work [75].
We can mainly divide the state-of-the-art approaches into Heterogeneous FR and Heteroge-
neous FR. These main approaches can be further classified in modern Deep Learning-based
methods, contrasting with traditional approaches.

from the High Resolution domain with the ones from the Very Low Resolution space, project-
ing both domains to a single unified space with different considerations per source domain.
Figure 2.2 graphically illustrates the idea of CM methods and the difference in the subspace
projections using MDS [11], Discriminative MDS (DMDS) [133], and Large Margin Coupled
Mappings (LMCM) [141], where the most successful traditional approaches enforce projected
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distance and margin constraints.

Figure 2.2: Basic idea of Coupled Mappings methods and subspace projection for Coupled
Mappings methods MDS [11], DMDS [133], and LMCM [141]. Samples of the same class
appear across different domains, as such, learning a projection function to have all the samples
in the same space allows for a one-to-one sample normalized sample comparison. These
methods include constraints to promote a closer projection of intra-class samples and a larger
projection of inter-class samples and promote margin-maximization in the projected space.

2.1.1.1.1 Classic Coupled Mappings Methods
Classical methods for coupled mappings include those mainly based on classical Linear Dis-
criminant Analysis (LDA) techniques, such as Simulataneous Discriminant Analysis (SDA)
[18], Coupled Marginal Fisher Analysis (CMFA) [105], and Coupled Marginal Discrimi-
nant Mappings (CMDM) [145]. SDA uses individual classic LDA-based scatter matrices to
project the images from the different domains. CMFA used the objective function to minimize
the ratio of the sum of distances of the inter-class and intra-class projections. CMDM trains
using parameters for describing the similarity of the scatter matrices, modeling the relation-
ship as an eigen-decomposition approach.

The Multidimensional Scaling (MDS) [11] approach projects the images from both
domains using a transformation matrix and adding constraints to optimize the distance of the
projected feature vectors to the samples from the HR domain. MDS-based approaches use the
iterative majorization [127] optimizer. This seminal approach inspired later approaches Pose-
Robust MDS [10], Discriminative MDS (DMDS) [133] and Local-Consistency Preserved
DMDS (LDMDS) [133], Large Margin Coupled Mappings (LMCM) [141], and Local
Geometry to Global Structure CM [104].
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The Pose-Robust MDS approach proposed in [10] aims to additionally model the me-
dian and mode information separately for different face orientations. DMDS [133] adds con-
straints to the scatter matrices for optimizing class distances in the projected subspace. In its
extension, LDMDS [133], they added constraints pertaining to the source domain of each face
image. The Local Geometry to Global Structure method [104] generates uses a k-neighbor
voting system, much like classic clustering techniques, as a constraint in the class projected
samples. Inter-class neighboring samples are heavily penalized, enforcing inter-class margins.
Finally, a global projection matrix is built by concatenating the intra-class mappings from the
different source domains.

2.1.1.1.2 Deep Learning-based Coupled Mappings Methods
Some Deep Learning-based methods for VLR FR have focused on the homogeneous variant
of the problem, that is, aiming to build robust face descriptors from VLR and HR images
indistinctively [67, 50]. This means that they do not attempt to model the relationships of the
different domains in the model optimization step or the network architecture. Methods that
model this relationship are Deep Coupled ResNet [74], GenLR-Net [84], and Transferable
Coupled Network (TCN) [140].

Figure 2.3: Deep Coupled ResNet architecture, taken from [74]. This trunk-branch design
models the VLR to HR relationship on the branch networks and in the Couple Mapping loss
at the optimization step.

Figure 2.3 shows the Deep Coupled ResNet architecture. This method uses a trunk-
branch architecture, based on ResNet [48] blocks. The network features branch networks with
Fully Connected (FC) layers for VLR and HR source domains separately. The network is opti-
mized using their proposed Coupled Mapping loss, Softmax loss, and Center Loss [128]. The
ResNet blocks provide a robust feature extraction while using PReLU activations consistent
with state-of-the-art HR FR network design principles [81].

Then GenLR-Net method, illustrated in Figure 2.4, uses two trunk networks to sep-
arately process VLR and HR images. The VLR images are upscaled with a single convolu-
tional layer and its separate loss function. The VLR trunk network is optimized using multiple
Contrastive losses between FC layers, leaving the HR section pre-trained.

The TCN architecture (Figure 2.5 also involves two subnetworks for processing VLR
and HR input images separately, with the HR subnetwork already pre-trained. They tested
the ResNet and VGG backbones, with the ResNet architecture yielding better results. In
the optimization step, they proposed using the triplet loss with separate anchors per source
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Figure 2.4: GenLR-Net architecture, taken from [84]. This method employs the VGG Face
CNN as its base for feature extraction. The HR trunk network is pre-trained and the VLR
trunk network is fully trained with multiple Contrastive losses.

domain, and updating them with samples from the opposite domain as well as enforcing inter-
class margins for improving discriminability on the projected subspace.

Figure 2.5: The Transferable Coupled Network (TCN), taken from [140], uses two trunk
networks to process HR and VLR imagery separately, then optimizes the model using the
triplet, softmax, and center losses.

Most CM methods provide benchmarks for accuracy performance on the Multi-PIE,
FERET, and SCface datasets; but rarely for inference time performance. Only LMCM reports
an inference time of 8.5 microseconds per image on an i5-4200U CPU, an x86 platform. MDS
methods report performance on the SCface dataset, with LDMDS showing an 81.54% mean
accuracy on this dataset. For Deep Learning-based methods, TCN reports a mean accuracy
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performance of 89.37%. We particularly note that enforcing inter-class and intra-class con-
straints with samples from the same domain in the projected subspace favors discriminability,
showed by DMDS and LDMDS. The classical CM methods do not leverage the HR richer
source domain to favor the subspace projection. The Deep Learning-based methods are not
optimized for real-time performance, featuring heavy ResNet and VGGFace architectures,
and have been outperformed by Homogeneous FR approaches by Lightweight CNNs [80].
The ResNet block design has proven to be a limiting factor when proposing novel methods or
training methodologies.

As such, the main advantages and limitations of the Coupled Mapping approaches are:

Advantages

• Hand-crafted coupled mapping methods are more efficient at inference time, without
the need for a powerful GPU to run in real-time inference.

• Later efforts based on Deep Learning techniques for CM are more accurate than clas-
sical CM methods, as they can extract robust and usable features. They are also more
accurate than most Deep Learning-based methods for Super Resolution and traditional
face recognition (not more modern lightweight CNN) approaches, specifically in the
context of identifying a subject from VLR and HR image data.

• The focus of this approach type always takes into account the disparity between high
resolution images and low resolution images, very intrinsic to the Heterogeneous FR
problem. In contrast with other approaches, which take into consideration only certain
aspects of the problem and do not always aid in recognition performance.

• Leveraging the ability of deep networks to capture non-linear relationships is very
promising for both extracting robust features and accurately projecting the features in
subspaces, further aiding in VLR FR accuracy performance.

Limitations

• A robust unified subspace is very hard to find, with classical methods struggling to add
non-linearity to boost recognition accuracy performance.

• Current Deep Learning-based CM methods for feature extraction, projection, and match-
ing are not optimized for running in real-time on heavy computation platforms, showing
further limitations on embedded ARM platforms.

• The learning strategy, variable-resolution loss functions, handling of variable-resolution
regions of interest, and network architecture have to be carefully designed as they have
can have a major impact on recognition performance.

2.1.1.2 Synthesis methods: Super Resolution

Super Resolution (SR) approaches match the target domain by upsampling a VLR image into
HR. Many classic SR approaches include benchmarks for 2×, 4× or 8× the source resolution.
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Figure 2.6 illustrates the main idea behind Super Resolution. The process of super-resolving a
face is also sometimes called Face Hallucination. In VLFR, some methods upsample the VLR
face image to perform posterior recognition (or training) while others train the SR method
including an FR constraint in the method optimization. The FR constraint promotes discrim-
inability usable for FR for the super-resolved image. In some datasets, training SR methods
separate from the FR model can negatively affect accuracy performance [22]. This is also
shown in the Super-Identity Convolutional Neural Network for Face Hallucination (SICNN)
[143]. This approach includes an FR loss for the SR network optimization process. This
process can outperform other Deep Learning-based approaches, such as Laplacian SR [63].

Figure 2.6: Main idea of Super Resolution approaches, taken from previous work [75]. Super
Resolution methods aim to introduce a Very Low Resolution image into a High Resolution
subspace, for posterior face recognition matching.

However, many methods focus on measuring the Structural Similarity Index (SSIM) and
Peak Signal-to-Noise Ratio (PSNR). These metrics are relative to the dataset used for training
and do not measure discriminability for face recognition tasks. Moreover, the many popular
benchmark datasets for this task are not restrained to face images. Most contain miscellaneous
imagery, such as buildings, animals, objects, etc.

Using naı̈ve interpolation strategies only as an SR approach, such as only using bilin-
ear interpolation for training and testing the models, presents the domain disparity problem.
This disparity between native VLR datasets (from a surveillance feed) and the synthetically
downscaled images drastically hinders performance on classic FR methods. Some modern ap-
proaches combine native and synthetic imagery to improve performance on native large-scale
VLR benchmarks [22].

2.1.1.2.1 Classic Super Resolution approaches
This approach type mainly includes methods based on Sparse Representations and Canonical
Correlation Analysis (CCA). Sparse Representation approaches include the S2R2 matching
[49], work by Yang et al. [135], Zeyde et al. [139], and Uiboupin et al [117]. This approach
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type aims to find a linear combination of kernels to upscale the image. Work on CCA-based
approaches include the Coherent Local Linear Reconstruction (CLLR-SR) [1] and the 2D
CCA Face Image SR [38] by An et al. The CCA-based approaches aim to model particular
facial details and global information into canonical variables, perform the correlation analysis
and obtain a linear combination for super-resolving the VLR image.

The S2R2 matching [49] details training for Super Resolution and face recognition. This
method firstly models two matrices: one for super resolving to HR space and another one to
downscale to the VLR space. This allows comparing native VLR images with the synthetic
HR counterpart, and vice-versa. They also include a component to map the smoothness of
the obtained HR image. The work of Uiboupin et al. [117] is inspired by the previous work
of Yang et al. [135] and Zeyde et al. [139]. This method proposes to use one dictionary
for face images and other natural images and another dictionary solely comprised of face
images. It also includes a deblurring kernel for VLR images and a down-sampling operator
for improving reconstruction performance. This approach uses a Hidden Markov Model with
7 states, with each state modeling a facial component, and performs feature extraction and
face recognition using SVD coefficients.

The CLLR-SR CCA [1] method uses synthesizes faces using CCA to transform the fea-
tures extracted from VLR images to the HR feature subspace, closer to the ones with a stronger
correlation in this target subspace. The 2D CCA approach proposed by Ann et al. [38] fea-
tures an additional dimension, contrasting with regular single-dimension CCA. They model
2D CCA using 2D PCA projection vectors for directions X and Y. They model two of these
2D projection matrices for left-side and right-side projections. The authors loosely reported
efficiency metrics, of 1.38 seconds per super-resolved image in a 2.4GHz x86 processor.

2.1.1.2.2 Deep Learning-based Super Resolution

Super resolution approaches using CNNs feature designs with a single branch, cou-
pled training with a face recognition constraint, and Capsule Network Reconstructions. Sin-
gle branch designs include the Cascaded Super-Resolution with Identity Prior (C-SRIP)
[43] and Compact Super Resolution Network (CompSupResNet) [91]. More complex
approaches with coupled FR training are the Deep Cascaded Bi-Network [150], Single Net-
work Super Resolution (SNSR) [124], Robust Partially Coupled Network [124], Comple-
ment Super Resolution and Identity Network (CSRI) [22], and the Feature Adaptation
Network (FAN) [137]. Capsule Network approaches for face recognition include the Dual
Directed Capsule Network (Dual Directed CapsNet) [107].

The Complement Super-Resolution and Identity (CSRI)[22] method features two branches:
one for handling the synthetic VLR images with their native HR image pair and another one
for the native VLR images without a HR ground truth pair Figure 2.7 illustrates this approach.
The two branches share parameters across from each other, for the Super Resolution sub-
network and the Face Recognition subnetwork. Using this shared strategy amounts to an
improvement of 8% in the Rank-1 identification rate for the QMUL-TinyFace dataset. The
authors also reported a 10.1% increase in the same identification metric when training the SR
network with the propagated gradients from the classification output.

The Cascaded SRIP, shown in Figure 2.8, uses multiple SR modules based on ResNet
blocks. The output of these blocks is measured against the ground truth for different scale
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Figure 2.7: Complement Super Resolution and Identity (CSRI) network architecture, taken
from [22]. We can fully appreciate the nature of the training strategy by leveraging the infor-
mation from the native dataset and face recognition gradient propagation.

factors (2×, 4×, 8×) at the end of each SR module. These outputs are used as input for
multiple independent SqueezeNets, for each scaling factor, and propagate the gradient from
the cross-entropy loss [16].

Figure 2.8: The Cascaded Super-Resolution with Identity Prior (C-SRIP) design, taken from
[43]. This method sequentially upscales the input image by 2× from consecutive SR modules.

The Dual Directed Capsule Network for Very Low Resolution Image Recognition [107]
utilizes native VLR images and upscales them using bilinear interpolation for training. They
downscale the native HR images to the VLR domain using this same interpolation method.
Figure 2.9 illustrates the components of this architecture. At the optimization level, the au-
thors propose to utilize the features extracted from the native HR images as anchors in the
feature space. With their proposed HR anchor loss function, they promote a closer distance
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of the VLR features and HR features before introducing them to the Capsule modules. The
back-propagation step has the constraints of the classification capsule output, reconstruction
module, and HR anchors. In this design, VLR information is not used in the learning process
of the anchor, only HR information. This approach achieved a Rank-1 face recognition rate
of 95.81% in the UCCS dataset.

Figure 2.9: Dual Directed Capsule Network Architecture[107]. This method uses the capsule
dynamic routing procedure for classification, FC layers for SR reconstruction, and uses the
HR anchor loss for projecting HR and VLR features for classification.

The Feature Adaptation Network (FAN) [137] approach, depicted in Figure 2.10, pro-
poses to learn facial encodings for synthetic VLR and native HR images separately, in a dis-
entangled manner. In this method, the facial encodings from different subnetworks are con-
catenated and used as input for the decoder module performing Super Resolution. This GAN-
based approach proposes to also encode non-identity features. The separation of non-identity
features allows to disregard them at the loss-function level, leaving the identity features to
be used for SR and FR purposes. They reported an inference time of 16ms per image on an
NVIDIA Titan X GPU and a 90.27% of mean accuracy in the SCface dataset.

The Compact Super Resolution Network (ComSupResNet) is a more efficient proposal
for SR. This single branch architecture is depicted in Figure 2.11. The main VLR feature
extraction is performed at the first two convolutional layers, using kernels of size 9×9 and
1×1, respectively. In this design, they maintain a 64-depth channel feature map dimension
throughout. Afterwards, they perform consecutive upsampling steps, each time for a factor
of 2×. Their main processing blocks are ResNet-styled [48]. The authors reported a close
SSIM and PSNR performance on for the CelebA and LFW datasets compared to C-SRIP and
LapSRN, using only 1M parameters, against 30M for C-SRIP.

A couple of SR methods based on Lightweight CNNs and Knowledge Distillation ap-
proaches are present in [142, 37]. Although they are not proposed for uncontrolled face recog-
nition scenarios. We discuss Lightweight CNNs at length in Paragraph 2.1.2.2.2 from the
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Figure 2.10: The Feature Adaptation Network (FAN) architecture, taken from [137]. In this
design, the it uses an encoder for native images and another for augmented images. They are
both trained using a decoder for identity features and distractors.

following subsection. We also discuss quantization approaches for SR in Section 2.1.4.3.
Super Resolution approaches are a viable approach when inference runtime is not a

major concern. Their approaches are often more expensive to run than CM methods and
Lightweight CNN designs. The upsampling process prior to classification using CNNs is es-
pecially heavy on computational requirements, with many designs relying on multiple-branch
architectures. GAN-based approaches are also unfeasible to run in real-time, as evidenced
in FAN [137], needing a not-easily-affordable NVIDIA Titan X GPU for real-time perfor-
mance. The Capsule Networks [52, 98] are novel approaches sharing many design ideas
from Lightweight CNNs for FR, such as avoiding max pooling but instead focusing on model
activity vectors. For any given class, it yields a vector of values that later can be used as a
representation for classification. However, the dynamic routing procedure is also prohibitively
expensive for an embedding platform.

The advantages and limitations of the Super Resolution approaches are:

Advantages

• The possibility of leveraging both synthetic and native datasets at the same time without
their corresponding pair at the training stage shows potential to improve cross-resolution
robustness.

• Adding the face recognition constraint ensures that the new super-resolved face images
are beneficial for learning features for more accurate face recognition performance.

• Super resolution methods allow for a qualitative evaluation of the faces, which could
help on explaining the results of a face recognition model, something that is not possible
with coupled mapping approaches.
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Figure 2.11: The Compact Super Resolution (ComSupResNet), taken from [91]. This method
uses two convolutional blocks for VLR feature extraction and residual blocks for posterior
filtering, with an upsampling step at the end. This upsampling step is repeated for the next 2×
scaling factors.

Limitations

• Although Super Resolution is a very active research area, the deep learning-based ap-
proaches are not efficient for real-time inference performance. In general, these ap-
proaches are very expensive to train and perform inference on, even when using very
powerful GPUs.

• Supervised training of Super Resolution networks requires a synthetic pair to be able to
train, thus adding elements that are not representative of the real-world problem.

• Performing Super Resolution and recognition afterwards, without a recognition con-
straint at training, most of the time will hinder performance [22]. This is due to the fact
that HR FR networks are designed to extract features from a richer resolution space.
Deeper networks usually degrade the quality of the already scarce feature space VLR
face images.

2.1.2 Homogeneous Face Recognition
In this subsection, we synthesize and discuss the methods pertaining Homogeneous approaches
for Face Recognition. As previously mentioned, this approach type processes all the input data
in the same manner, regardless of the source domain (VLR or HR, in this case).

This approach type includes Face Recognition methods primarily designed for high res-
olution, in both constrained and unconstrained settings, for images of a region of interest
of 32×32 or more. Consistent with previous work [75], we also divide these methods into
Traditional methods Face Recognition methods, and Deep Learning-based methods.
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2.1.2.1 Traditional methods for Face Recognition

Classic or traditional methods for Face Recognition include those based on Holistic repre-
sentations and Hand-engineered feature-based matching. Some proposals for Holistic rep-
resentation are Eigenfaces [116], Fisherfaces [7], and Laplacianfaces [87]. Methods for
Hand-engineered feature-based matching include using Gabor features[24, 118, 102] and
Local Binary Pattern Histograms [34].

Holistic methods encode the whole face in a mathematical representation for face rep-
resentation and matching. Eigenfaces performs the projection solving the eigenvectors to
reconstruct the dataset information. Fisherfaces uses LDA-based techniques for modeling the
scatter matrices and factors them into the eigenvector problem to solve. LaplacianFaces relies
on the Locality Preserving Projection (LPP) to model the eigenvector problem as a Laplacian
Eigenmap. This involves constructing a graph with weighted edges to optimize the model and
match the projected face data.

Hand-engineered feature-based FR involves extracting features from face images using
human-designed filters and histograms, such as the case of SIFT [73] features and Gabor
filters [24]. These approaches are based on extracting the orientated gradients of an image.
Then, these image descriptors are matched using PCA [118] and PCA+LDA [102]. In the case
of Local Binary Pattern Histograms, the image descriptor is extracted using the pixel value as
the threshold and encoding whether the surrounding pixel values are above the threshold or
not. This binarized response is encoded in a single decimal number and the histogram is built
from this representation.

2.1.2.2 Deep Learning-based Face Recognition

This approach type includes modern Deep Learning-based methods for face recognition, such
as DeepFace [111], VGGFace [88], FaceNet [101], DeepID [108], and the Trunk-branch
Ensemble Network [33]. Using Convolutional Neural Networks for Face Recognition greatly
improved recognition performance over traditional approaches, allowing for extracting and
building more robust descriptors. However, we make the distinction between heavier methods
not optimized for runtime inference efficiency and Lightweight CNN approaches for optimiz-
ing efficiency performance. Lightweight CNNs for Face Recognition include MobileFaceNet
[20], ShuffleFaceNet [79], VarGFaceNet [132], and MixFaceNets [13]. Deep-Learning-
based methods also involve research for newer loss function methods, such as Cross-Entropy
loss [16], CosFace [122], CenterLoss [128], Triplet loss [19], and ArcFace [31].

2.1.2.2.1 Regular CNNs for FR

DeepFace [111] by Facebook, primarily uses a 3D template to perform face frontal-
ization, aligning the template with the detected face fiducial points. Posteriorly, the authors
used a 9-layer CNN to project the extracted 2D image face features. This design is illustrated
in Figure 2.12. They trained this method using their own large-scale dataset, not available
elsewhere, achieving a 97.53% accuracy on the LFW dataset. This method used the Cross-
Entropy loss function for optimization with a stochastic gradient descent (SGD) optimizer.
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Figure 2.12: DeepFace architecture, taken from [111]. This approach uses 3D face template
matching for normalization, and a CNN with a 4096-D embedding for classification.

The VGGFace architecture [88], depicted in Figure 2.13, is designed as a 20-layer ar-
chitecture for feature extraction. They rely on regular convolutional layers, max pooling, and
fully connected layers. In this design, the authors propose to progressively increase the depth
channels of the intermediate representations, up to 512 channels. Their face embedding is a
4096-D face descriptor. They use the Softmax loss functions and they use the triplet loss for
learning task-specific embeddings.

Figure 2.13: VGGFace architecture, taken from [88]. This network expands the representation
every two convolutional layers, after the max pooling operation, then flattens the representa-
tion to a 4096-D face descriptor.

In FaceNet [101], the authors discuss different layer types for face recognition. Their
best performing model is based on Inception [110]. They propose to expand the channels
of the intermediate representation to 1024 dimensions, with an L2 normalization layer as the
final output. They also evaluated various face embedding dimension sizes and concluded
that a 128-D descriptor performs most optimally in accuracy performance. Their total model
complexity is 7.5M parameters and 1.6 billion FLOPS.

The DeepID [108] approach uses multiple small ConvNets for different patches in the
face image. The number of patches is variable to any k number. The base design for these
smaller ConvNets is illustrated in Figure 2.14. The output of these multiple branches is com-
bined in a 160-D descriptor, posteriorly used for identification or verification. They especially
note that the output for the last max pooling layer and their last convolutional layer must be di-
rectly present on the DeepID descriptor, to avoid a bottleneck in the information propagation.
The authors reported an accuracy of 97.25% in the LFW dataset.

The Trunk-Branch Ensemble Network for Face Recognition [33] shares low and middle-
level detail layers of two different sub-networks and has one large trunk network that learns
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Figure 2.14: The Deep-ID architecture, taken from [108], aims to for a 160-D face descriptor
with every component extracted from an image patch processed by an independent CNN.

representations for holistic images. The two branch networks are used to extract features from
facial image patches, where the resulting feature vectors are concatenated at the end with the
one from the larger trunk network. This architecture is shown in Figure 2.15. They also use
blurring as a data augmentation technique for training. Adding the simplified, lighter branch
networks do not constitute in a heavy run-time overhead, where most of the benefit comes
from having the shared weights and focusing on localized features.

Figure 2.15: Architecture of the Trunk-Branch Ensemble network, taken from [33]. We note
that the smaller branch networks learn different local features from patches in distinct loca-
tions.

2.1.2.2.2 Lightweight CNNs for FR
Recently, the need of using CNNs for mobile and embedded-oriented real-time scenarios [2]
has emerged. Seminal lightweight methods such as SqueezeNet [57], ShuffleNets [147, 76],
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MobileNets [55, 99, 54], VarGNet [146], EfficientNet [113], and MixConvs [112] have been
proposed for efficiently solving general Computer Vision tasks such as image recognition, ob-
ject detection, and others. Figure 2.16 shows the accuracy-to-efficiency trade-off for general-
purpose Lightweight CNN approaches. Face recognition variants of these methods have been
proposed as well, such as MobileFaceNet [20], ShuffleFaceNet [79], VarGFaceNet [132],
and MixFaceNets [13]. These lightweight approaches have a memory footprint of less than
20Mb and around 1GFLOPS of computational complexity [32].

Figure 2.16: Accuracy and efficiency trade-off of various general purpose state-of-the-art
lightweight convolutional neural networks, taken from [54].

These techniques follow a series of guidelines to improve efficiency without sacrific-
ing accuracy: such as variable grouped convolutions [132], random channel shuffling [147],
bottleneck structures [20], pointwise 1x1 convolutions, small embedding size [79], and favor
strided convolutions instead of pooling layers. Strided convolutions reduce complexity by re-
ducing the feature map size and retaining more information directly from the data, while the
inverted bottleneck structures first reduce the number of parameters and then compact the net-
work channels again to match the input channels. The PReLU [115] activation is also favored
instead of the classic activation function ReLU. All of these improvements show accuracy, and
sometimes efficiency, improvements in face recognition performance when compared against
the original general-purpose approaches [81].

MobileFaceNet [20], based on MobileNetv2 [99], features a Squeeze-And-Excitation
block in its head setting and bottleneck structures, replaces the Global Average Pooling (GAP)
layer with a Global DepthWise Convolution (GDC) in the embedding block, a 128-D embed-
ding output, and using PReLU. When fine-tuned to the SCface dataset, this method achieves
a remarkable 95.3% of recognition rate at distance d1 (4.2m), the hardest scenario for this
dataset, with an inference time performance of 62.45ms per image using an Intel i7 7700HQ
laptop CPU [75].

The ShuffleFaceNet [79] approach, based on ShuffleNetV2 [76], features a 2-stride fast
downsampling strategy at the first convolutional layer, also replaces the GAP layer with a
GDC layer, adopts PReLU in lieu of ReLU, and reduces the 1024 feature representation to a
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compact 128 embedding face embedding after the GDC layer. The intermediate representa-
tions are smaller after every stage and gradually increment the channel size, with a 7×7×1024
before the GDC layer. This network achieves a runtime performance of 29.08ms on an Intel
i7 7700HQ laptop CPU and an 86% recognition rate on the hardest scenario (distance d1) of
the SCface dataset [75].

The VarGFaceNet [132] method, inspired by VarGNet [146], mainly sets a fixed chan-
nel number and has a variable number of groups in the variable group convolutional layer.
Furthermore, it adopts PReLU, adds a Squeeze-And-Excitation block in their normal block
adds a pointwise convolutional layer before the Fully Connected layers, and defines a 512-D
embedding as output. In Figure 2.17 their training methodology for the best results at the
LFR@ICCV 2019 challenge [32] is described, with a Teacher-Student design. Their teacher
network is a ResNet100 (24GFLOP) design. This training methodology is also commonly
known as Knowledge Distillation. Even though it outperforms MobileFaceNet in terms of ac-
curacy performance in the LFR challenge verification dataset, this approach (student network
only) is more expensive at 1.02GFLOPS, which corresponds to an inference time of 70.40ms
per image in an Intel i7 7700HQ laptop processor.

Figure 2.17: VarGFaceNet architecture, taken from [132]. The authors employ a more com-
plex training methodology to achieve the best results, with a teacher-student design. The
student network, derived from VarGNet, features improvements specific to FR performance.

In MixFaceNets [13], the authors draw inspiration from MixConvs [112]. This archi-
tecture is shown in Figure 2.18. They apply the 2-stride fast downsampling strategy at the
first convolutional layer, batch normalization, and adopt the PReLU activation. They did not
downsample the representation after their head block to preserve information, instead, they
adopt a downsampling MixConv block with kernels of 3×3, 5×5, and 7×7, with a channel
shuffle operation at the end. They adopt a 512-D embedding size for their descriptor. The
authors report competitive results on AgeDB30, MegaFace, and IJB-C, while reducing com-
plexity with their lightest proposed configuration.

Knowledge Distillation training techniques [51] can leverage the faster inference run-
time of Lightweight CNNs with the distilled knowledge from the heavier teacher networks,
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Figure 2.18: MixFaceNet Architecture, taken from [13]. This design features MixConvs with
different kernel sizes, channel shuffle operations, and low-dimensional intermediate feature
representations. Their descriptor is a 512-D embedding.

as illustrated by VarGFaceNet. However, this is only most convenient in a final deployment
application, because it does not test the discriminative ability of the student network-per-se.

Other approaches to reduce model complexity are Quantized and Binarized Neural Net-
works (BNNs) [134, 94, 58]. These approaches mostly focus on reducing parameter number
representation and overcoming the challenges inherent to limited representation learning. We
discuss these approaches at length in Subsection 2.1.4.

The main advantages and limitations of Homogeneous FR approaches are:
Advantages

• They are focused on generating more robust and discriminative face descriptors, which
can aid in cross-domain performance and have been more accurate in verification per-
formance.

• Deep Learning Homogeneous FR approaches are highly optimized for GPU-enabled
environments.

• The block-based network design approach is very flexible for balancing efficiency and
accuracy performance.

Limitations

• There is no explicit way to bridge specific cross-domain gaps. As such, dataset pre-
processing can impact performance in a larger way (e.g. interpolation method selection
and input layer size).

• CNN-based Homogeneous FR approaches are prohibitively expensive to run in very
limited embedded device scenarios, where even the lightest Lightweight CNNs would
struggle to run in real-time.

• Most proposed approaches are designed with HR native face images in mind, even if
there are domain gaps of age or unconstrained scenarios. This makes homogeneous
approaches specific to VLR FR an area of opportunity.
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2.1.3 Deblurring
Deblurring techniques applied to VLR images are also divided into classical and deep learning
methods. Classic methods try to estimate a deblurring kernel and optimize a reconstruction
loss function. The types of deblurring kernels being learned are local kernels and global
kernels. Global deblurring attempts to estimate kernels for the whole image, which makes
the process more challenging as opposed to local deblurring, which focuses only on parts
of the image. Classical deblurring approaches include [114],[66], and [86]. However, Deep
Learning approaches have been more successful lately. One of the most successful GAN-
based deblurring techniques which use a different approach is Deep Semantic Face Deblurring
[103]. In this work, the authors combine local and global constraints, which they call semantic
priors, to achieve better results. The local constraint focus on gathering information from
critical areas such as eyes, nose, and lips and they do not focus on estimating deblurring
kernels, as opposed to the rest of the deblurring literature. The authors report a 20 FPS
inference performance on an NVidia Titan X GPU, with a recognition accuracy increase of at
least 12 % over the state of the art. However, its failure cases involve non-aligned faces, most
likely because of the semantic prior mask that is aligned with the critical areas of the face in a
semi-frontal fashion.

We figure that we can take a similar approach by estimating a semantic prior to taking
into consideration the face orientation, not necessarily using a face normalization technique.
GAN-based techniques are very popular in the state of the art for solving many Computer Vi-
sion tasks, however, they are also very expensive to train and to run inference on, as is evident
in this case as well. However, it is also worth noting that decoupled deblurring methods do
positively affect recognition performance as opposed to the decoupled Super Resolution and
classification methods mentioned in the previous section.

Similarly, the advantages and limitations include:

Advantages

• Classic approaches often include a single kernel for deblurring at inference time, mak-
ing them useful as an augmentation strategy.

• Deep Learning approaches include newer GAN-based methods which can yield very
good results, using semantic priors.

• Local constraints for deblurring particular facial components are intuitive approaches
for face recognition.

Limitations

• Classic deblurring techniques struggle with the local deblurring process. This is partic-
ularly a problem for large-scale native VLR scenarios where the native feature space is
very small.

• In the same vein as Super Resolution, using deblurring techniques does not guarantee
better recognition performance.

• GAN-based approaches are extremely expensive for a real-time application on afford-
able hardware, as with Super Resolution GAN-based approaches.
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2.1.4 Quantized Neural Networks
Regular Convolutional Neural Networks use 32-bit numerical representations for the floating-
point parameters. This makes convolutions a series of multiplications and additions, which
get accumulated in millions of floating operations per second (Mega FLOPs). However, due
to the increasing need for more efficient neural networks, approaches using lower-bit and
binary representations for convolutional layers and parameters have been proposed. These
approaches are referred to as Quantization techniques; 1-bit representations are particularly
known as Binarization techniques.

2.1.4.1 Binarization in Neural Networks

Binarized Neural Networks (BNNs) use a single bit for the elements of the weight vectors
and the result after applying activation functions. The gradient update for back-propagation is
done with 32-bit floating point representations. In particular, binary representations and oper-
ations optimize efficiency in a theoretical factor of 32×. This makes convolutions a series of
more efficient bit-shift and XNOR operations. However, the most important challenge is that
the image signal and high-frequency details are heavily degraded. The first works on Binary
Neural Networks (BNNs) are BinaryNet [26] and BinaryConnect [27]. However, most of
the classic binarization literature is based around XNORNET [94], in terms of quantization
and training strategies. More modern approaches include GroupNet [151], ABCNet [69],
BinaryDenseNet [8], and QuickNet [4].

In XNORNET [94], proposed by Rastergari et al., the authors expand over BinaryNet
and BinaryConnect by adding two independent scaling terms to aid in the binarization process.
Furthermore, they propose XNOR convolutions for fully binarizing CNNs. As such, weights
and input convolutions can be computed using XNOR and bit-counting operations. Binary
convolutions consist on repeating shift operations and dot product. The weight filter is shifted
over the input and performs a dot product operation with the input and the weights. The binary
dot product real-value weight estimation is computed by:

XTW ≈ βHTα ∗B (2.1)

Where H,B are binary and α and β are real-valued scalars. These scalar terms are very im-
portant, as they linearly expand the range of the intermediate representations. This makes
further quantization steps more precise and avoids incorrectly converging to zero. The opti-
mization of these parameters can be formulated as: X ⊙W − βαH ⊙B
Where the goal is to model the estimation using the sign function as such:

C∗ = sign(Y ) = sign(X)⊙ sign(W ) = H ∗ ⊙B∗ (2.2)

This formulation also allows for easy k-bit quantization, by replacing the sign function with:

qk(x) = 2(
round((2k − 1)(x+1

2
))

2k − 1
− 1

2
) (2.3)
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The authors recommend avoiding pooling layers on binary input, as it results in a sig-
nificant loss of information, and normalizing the input before binarization. They also avoid
quantizing the first and last layers of the network. Their proposed XNORNET block is com-
prised of a BatchNorm layer → BinaryActivation → BinaryConv → Pooling layers.

The theoretical speedup of using binarization techniques is S = 64CK
(CK+64)

, where C is
the channel size and K is the feature size. The real-world speedup is of around 58% for one
convolution [94].

2.1.4.2 Low-bit representation networks

Low-bit representation networks are able to dynamically downscale the number represen-
tation to lower than 32 bits, but not necessarily to binary representations. This provides a
balance between preserving signals using real-valued representations and signal degradation.
We discuss DOREFA-Net [149], ABC-Net [69], and Group-Net [151]. Other quantization
approaches also include [148, 35]

In DOREFA-Net [149], the authors propose to deterministically quantize the Weights
and activations, while quantizing the gradients in a stochastic fashion, using the Bernoulli dis-
tribution. This gradient stochastic quantization, named straight-through estimator (STE), was
introduced by Hinton et al. in [51]. This approximation is computed due to the Bernoulli dis-
tribution not being mathematically differentiable However, it is worth noting that the gradient
quantization only has a positive effect at training time because the gradients are not quantized
at the back-propagation step.

The Accurate Binary Convolutional Neural Network (ABC-Net) [69] method defines
ApproxConv Blocks. These blocks, shown in Figure 2.19, have a fixed number of binary
convolutions expanded channel-wise. The output of each one of these convolutions is scaled
with its own α parameter and then aggregated for output. These blocks are applied in the same
channel-wise fashion. Every input activation is binarized with its own activation function and
every output is scaled by its own β parameter.

This approach is a flexible and scalable design for building binary networks, more akin
to Lightweight CNNs. When using 5 ApproxConv blocks, a full-precision ResNet50 network
is approximated with a 6% of difference in Top-1 accuracy. By allowing to have different
binarization activation functions, the limitation of using a single criterion, such as the sign
function alone, is circumvented. The convolved output is then scaled more appropriately to fit
the data.

The Structured Approach for binarization, named Group-Net [151], aims to better ap-
proximate residual blocks by using a conjunction of binary blocks. However, this process is
not as trivial as concatenating the output of two binary convolutions. Sequentially, the block
gets broken down into parallel binary blocks and they are branched out in the last step. They
also propose fusion gates to aggregate residual serialized binary convolutions. The goal of
these fusion gates is to have multiple branches for features to be extracted, effectively im-
proving the convergence and robustness of the network.

The model also leverages multi-scale information by decomposing the convolutional op-
erators into branches with different filter sizes. These convolutions are called Binary Parallel
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Figure 2.19: ABC-Net block structure, taken from [69]. This includes ApproxConv blocks,
each one with its own learnable scaling factors. At the same time, the output of the Approx-
Conv is re-scaled with its own parameter.

Atrous Convolution (BPAC). They are an approximation of floating-point dilated convolu-
tions, this binarized version applies dilation sequentially and aggregated the generated maps
for its output. This structural approach for achieves better performance for approximating
ResNet50 networks and units, but at the expense of K times more storage and complexity, due
to the sequential binary convolution approach.

This structured binary approach becomes less computationally expensive to approximate
real-value tensors. When other binary models, such as ABC-Net [69], require K weight bases
and K activation bases, this approach only requires K binary convolutions which are approx-
imated by the scalable approach of the grouped convolutions with dynamic bases, BPAC and
fusion gates.

In the Knowledge Distillation for binarization [78] approach, the authors propose to
match the spatial attention maps at the loss function level. The real-value network attention
maps are matched with the ones computed from a binary network. They introduce a real-
to-binary convolution approach for computing the scalar factors α as a data-driven channel
re-scaling approach. This approach completely avoids analytic scale factors as in XNORNET
and enforces this group’s sequential constraints in the loss function level. Furthermore, the
combination of linear function activations gives the scaling term more non-linearity at the
expense of very little extra computations.

The authors also define a multiple-stage training for training using the binarized Knowl-
edge Distillation method. At the first stage, the student network is real-valued and the tanh
function is added to the activations in order to softly start binarizing the network. In the sec-
ond stage, the activations are binarized and training is done using the network resulting from
the previous stage as the teacher network. At the last training stage, the weights are also
binarized and the network from the previous stage becomes the teacher network.

The Binary DenseNet approach [8] avoids Knowledge Distillation and other compli-
cated training methodologies. Instead, it mainly focuses on proposing and applying design
principles relevant to BNNs such as: retaining a rich flow of information down the network,
eliminating bottleneck designs, and avoiding directly quantizing the same architectures as
full-precision designs, since the challenges are inherently different. They propose to modify
the DenseNet bottleneck block by replacing a convolutional with two layers of half of the
original filter number in each one. They also increased the reduction rate in the DenseNet
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transition block to have a lighter depth-channel representation down the network. They em-
ploy the ReLU activation in full precision.

In QuickNet [4], the authors propose to use Quantized DepthWise Convolutions, ReLU
activations, Global Average Polling, a 512-D face descriptor, and novel block designs. Firstly,
they downscale the representation to half of the spatial shape and expand the channel dimen-
sion to 16 channels in their head setting. After this, they expand the representation to 64
channels and progressively upscale the depth channel up to 512 channels by the end of the
network. Their transition block is used to downscale the representation by half, spatially. It
features a max pooling block with a Quantized DepthWise Convolution to downsample the
representation, before finalizing with a regular Quantized Convolutional layer. They reported
an improved efficiency performance in latency (ms) measurements over BinaryDenseNet and
Real-to-binary [78].

2.1.4.3 Quantized Super Resolution

Binarized Neural Networks is still an emerging area. Some proposals for binarizing Super
Resolution networks have been proposed, such as the Efficient SR Using BNNs by Yinglan et
al. [77] and Binarized Single Image SR [131]. These approaches rely on other architectures

The Efficient SR Using BNNs by Yinglan et al. [77] approach aims to binarize certain
layers in popular SR approaches: SRGAN [64], LapSRN [63], and SRResNet [64]. They
propose to use the sign function and gradient clipping at range [-5,5]. However, the scaling
alpha parameter is learned and optimized for approximating W as a parameter in the network.
This type of approach also needs greater learning rates (3-4×) due that it requiring a larger
momentum to effectively change the sign function output. They binarize all convolutional
layers except for the SR modules and discriminators for SRGAN. Empirically, 16 residual
blocks perform the best in terms of Super Resolution metrics. After 16 blocks, it starts to get
diminishing returns. However, it still compromises performance in high-frequency details.
Figure 2.20 shows the binarization approach for SR ResNet. They choose to binarize only the
convolutional layers of the feature extraction module and leave the first convolutional layer
and the reconstruction module intact.

Figure 2.20: Binarization on SRResNet, taken from [77]. The convolutional layers, marked
in red, are binarized using learnable alpha parameters.

In the Binarized Single Image Super Resolution approach [131], the authors propose to
binarize the weights using a vector of scale factors α and update the binary filter with the mean
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absolute value of each weight output channel. This is described as WB
n = sign(BN(α1W1 +

α2W2 + ... + αnWn)) ∗ E(|Wn|). In the same fashion, the authors propose to update the β
scaling activation vector using an activation statistic E(An) along the channel dimension. For
the Super Resolution network, they propose the Bit Accumulation Mechanism (BAM) for the
nonlinear mapping of the feature maps, featuring skip alternating residuals. Another remark
is that this implementation is an isometric network, meaning that the width and height of
the filters remain unchanged until the image reconstruction module, where the final output is
upscaled. The usage of this binarization method in an SRResNet better approximates a Full-
precision SRResNet for the Super Resolution task, leaving less than 1 point gap for PSNR in
the DIV2K dataset. The authors report results outperforming BinaryNet [26], DOREFA-Net
[149], and ABC-Net [69]. Furthermore, this binarization method reduces the parameters of
SRResNet by 21.3% and the multiply-add count by 33.5%.

2.1.4.4 Quantized Face Recognition

In the same fashion, as Super Resolution approaches, the state-of-the-art on Quantized FR
is based on binarizing some layers for face recognition networks and using Knowledge Dis-
tillation as training methodology. In QuantFace [14], the authors mainly studied 6-bit and
8-bit quantization for ResNet [48], and MobileFaceNet [20]. This approach is illustrated in
Figure 2.21. They proposed to fine-tune the quantized version of the model using GAN-
generated synthetic data from sampled noise from a Gaussian distribution Z ∼ N(0, 1). For
their quantization scheme, they follow the scheme in [58]. The goal of the synthetic data
is to expand the embeds produced by the Full-precision model for the Quantized model to
learn from, using the Knowledge Distillation methodology. The quantization is defined as
Q(x, s, z) = round(x

s
− z), where the scaling factor s is defined as s = α−β

2k−1
and the zero

point z as z = round(β.2
k−1
α−β

+ 2k−1). The α and β values, in this case, are the highest and
highest possible values for x in the Floating Point 32-bit representation space, x ∈ [β, α].
This quantized value is then clipped to [−2k−1, 2k−1 − 1]. The authors reported the most
competitive verification accuracy results with the weights and activations at 8-bit precision
representation against the 32-bit Full-precision representation, however, they did not report
efficiency benchmarks.

The main advantages and limitations of Quantized and Binarized approaches are:

Advantages

• Very efficient convolutional computations, with the most direct efficiency improvements
at binary representations.

• Theoretical speedup is up to 32×, with empirical performance of a 58% speedup in
some cases [94].

• The back-propagation step is still a floating-point process, with the core speedup fo-
cused on inference runtime performance.

• Can take advantage of Knowledge Distillation training techniques when deploying these
extremely light networks for specific real-world applications.



CHAPTER 2. RELATED WORK, REMARKS, AND THEORETICAL FRAMEWORK 36

Figure 2.21: QuantFace training approach, taken from [14], trains a quantized version of a
CNN, with as low as 8-bit weights and 6-bit activations, from its floating-point version as the
teacher network. It also features data augmentation using Gaussian noise.

Limitations

• Real-value approximation error is very high. The loss of information from quantization
and degradation from network depth directly affects accuracy performance.

• The sign function for binarization does not take into account the data distribution.

• Most of the focus of the literature is based on quantizing a determined network ar-
chitecture or layers only. There is an area of opportunity for novel problem-specific
architectures with the implications of lower-bit representations in mind.

• Current binarized designs do not achieve VLR FR on real-time performance on ex-
tremely hardware-restricted scenarios, such as a single core in an ARM platform like
the NVIDIA Jetson Nano.

2.2 Remarks over the state of the art
In this section, we present our remarks on the state of the art. To that end, firstly we present
the accuracy results of the relevant related work discussed in the previous section for VLR
FR benchmarks SCface, UCCS, QMUL-TinyFace, and QMUL-SurvFace. For the Quantized
approaches, we show the accuracy benchmarks on ImageNet. Secondly, we show efficiency
results on different hardware configurations for Lightweight CNNs and present the complexity
of different quantized networks. Thirdly, we discuss the viability of these approaches for our
real-time efficient VLR FR scenario. Finally, we present our remarks from analyzing these
results and the research direction of our work.

2.2.1 Accuracy results on VLR datasets and Imagenet
In this section, we present the accuracy results for Heterogeneous and Homogeneous VLR
approaches discussed in the previous subsection.
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For the SCface dataset benchmarking, we present the results reported in Table 2.1, as
presented in our work [75, 80].

Method d1 d2 d3 Mean
(4.2m) (2.6m) (1.0m) accuracy

SCface [42] 1.82 6.18 6.18 4.73
CLPM [65] 3.46 4.32 3.08 3.62
CSCDN [125] 6.99 13.58 18.97 13.18
SSR [135] 7.04 13.2 18.09 12.78
L2softmax [93] 9.20 18.80 16.80 14.93
CCA [126] 9.79 14.85 20.69 15.11
DCA [47] 12.19 18.44 25.53 18.72
LM Softmax [142] 14.00 16.00 18.00 16.00
AM Softmax [121] 14.80 20.8 18.4 18.00
C-RSDA[25] 15.77 18.08 18.46 17.44
RIDN [28] 23.0 66.0 74.0 24.96
LDMDS [133] 62.7 70.7 65.5 66.30
VGG-Face* [80] 41.3 75.5 88.8 68.53
LightCNN* [80] 35.8 79.0 93.8 69.53
Centreface* [80] 36.3 81.8 94.3 70.87
VGG-Face-FT [80] 46.3 78.5 91.5 72.10
ResNet50-ArcFace* [80] 48.0 92.0 99.3 79.77
LightCNN-FT [80] 49.0 83.8 93.5 75.43
Centreface-FT [80] 54.8 86.3 95.8 78.97
FAN* [137] 62.0 90.0 94.8 82.27
ShuffleFaceNet* [80] 55.5 95.3 99.3 83.37
MobileFaceNetV1* [55] 57.0 95.3 99.8 84.03
ResNet50-ArcFace-FT [80] 67.3 93.5 98.0 86.27
MobileFaceNetV2* [80] 68.3 97.0 99.8 88.37
DCR-FT [74] 73.3 93.5 98.0 88.27
TCN-ResNet-FT [140] 74.6 94.9 98.6 89.37
FAN-FT [137] 77.5 95.0 98.3 90.27
ShuffleFaceNet-FT [80] 86.0 99.5 99.8 95.10
MobileFaceNetV2-FT [80] 95.3 100.0 100.0 98.43

Table 2.1: Recognition rate results (%) for the SCface dataset, taken from our work on
[75, 80]. Methods marked with an asterisk (*) were not fine-tuned on this dataset, while
those marked with FT were trained on large-scale HR datasets and fine-tuned on SCface.
Lightweight CNNs show a compelling case for efficient and effective VLR FR on surveil-
lance scenarios, per these results.

.

We specifically note the limitations of ResNet and VGG Face-based designs, for mod-
ern Homogeneous approaches. More modern methods such as ShuffleFaceNet and Mobile-
FaceNet are capable of producing effective embeddings suitable for face recognition in VLR
surveillance scenarios when synthesizing VLR face images combining interpolation meth-
ods. Heterogeneous approaches based on ResNet and VGG such as FAN and TCN see their
performance hindered by these designs. In the case of classic CM approaches, the LDMDS
approach shows the best recognition rate result.

Another aspect to consider is the training methodology, which is not consistent through-
out the state of the art. Some methods randomly select 50 identities for training and 80 for
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testing, others need pre-training on large-scale databases (a caveat from CNN-based methods),
and often the synthesis methods for VLR data differ across the state of the art.

For the UCCS dataset, we present Table 2.2 the verification results as reported in [23]
and Table 2.3 shows identification results, from [67, 107]. These results show CentreFace
implemented in [23], as a ResNet-24 model, with compelling performance. Suggesting that
homogeneous FR approaches are a viable approach for VLR FR, as seen in different ho-
mogeneous approaches in Table 2.1, with the subspace projection for verification being an
extremely important component. Dual Directed CapsNet shows the best result in men identi-
fication accuracy, however, they are prohibitively expensive to run in real-time.

Method TAR@FAR AUC
30% 10% 1% 0.1% (%)

DeepID2 [23] 93.1 83.4 61.7 37.9 93.8
CentreFace [23] 99.6 97.0 87.8 75.5 99.0
FaceNet [23] 98.2 93.8 79.4 63.4 97.8
VGGFace [23] 97.1 90.6 72.4 55.1 96.7
SphereFace [23] 94.0 84.9 60.2 24.7 94.1

Table 2.2: UCCS face verification
rates (%), taken from [23]. Centre-
Face performs the best at 75.5% with
TAR@FAR=0.1%.

Method Mean Acc(%)
Robust Partially Coupled Nets [124] 59.03
Selective KD [40] 67.25
LMSoftmax for VLR [67] 64.90
L2Softmax for VLR [67] 85.00
Centreface [67] 93.40
DualDirectedCapsNet [107] 95.81

Table 2.3: UCCS face identification
benchmark [107, 67] 80×80 size HR im-
age to 16×16 VLR image matching. The
Dual Directed CapsNet design is very ro-
bust for this scenario.

The face identification results for QMUL-TinyFace, shown in Table 2.4 show Mobile-
FaceNet as the best performing network, trained using the ArcFace loss function. These
results also suggest that placing special attention on robust feature extractors for face recog-
nition is paramount for improving and maintaining VLR performance, with the channel-wise
filtering operations being efficient and improving performance for this scenario, over other
ResNet and VGG designs.

Method Rank-1 Rank-20 Rank-50 mAP
DeepID2 [22] 17.4 25.2 28.3 12.1
SphereFace [22] 22.3 35.5 40.5 16.2
VGG-Face [22] 30.4 40.4 42.7 23.1
CentreFace [22] 32.1 44.5 48.4 24.6
ShuffleFaceNet [80] 43.1 58.9 64.5 34.0
MobileFaceNet [80] 48.7 63.9 68.2 40.3

Table 2.4: Face identification results for the QMUL-TinyFace dataset, taken from previous
work [80]. The MobileFaceNet architecture holds a 5% Rank-1 accuracy margin over Shuf-
fleFaceNet.

For the QMUL-SurvFace dataset, we present the results in Table 2.5. These results show
MobileFaceNet with the best TAR@FAR=0.1% verification rate, being a harder scenario than
the 1% threshold. The ShuffleFaceNet method also shows a competitive mean accuracy and
AUC result, while being the most efficient.
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Method TAR@FAR AUC Mean Acc
1% 0.1%

VGG-Face [23] 20.1 4 85.0 78
DeepID2 [23] 28.2 13.4 84.1 76.1
SphereFace [23] 34.1 15.6 85.0 77.6
FaceNet [23] 40.3 12.7 93.5 85.3
CentreFace [23] 53.3 26.8 94.8 88.0
ShuffleFaceNet [80] 38.5 11.9 89.9 82.3
MobileFaceNet [80] 52.9 33.1 89.9 83.2

Table 2.5: QMUL-SurvFace verification results, at TAR@FAR=1% and 0.10%, taken from
previous work [80]. MobileFaceNet outperforms CentreFace at the harder TAR@FAR=0.1%
setting.

For Binary Neural Networks, we show the results for the ImageNet benchmark, as re-
ported in the BNN literature. Table 2.6 shows k-bit details for weights and activations and
compares them against a 32-bit Floating Point ResNet-18 architecture. The BinaryDenseNet
design heavily improves recognition rates over BinaryNet and XNORNET. The more com-
plex quantization approaches for Group-Net, ABC-Net, and Real-to-binary improve accuracy
performance by at most 3% for the Top-1 benchmark against DOREFA-Net, with the quanti-
zation approach in DOREFA not heavily penalizing inference time performance.

Method Bitwidth(W/A) Top-1 Top-5
BinaryNet [26] 1/1 42.2% 69.2%
XNOR-Net [94] 1/1 51.2% 73.2%
Bi-Real Net [72] 1/1 56.4% 79.5%
BinaryDenseNet28 [138] 1/1 60.7% 82.4%
BinaryDenseNet37 [138] 1/1 62.5% 83.9%
DOREFA-Net [149] 2/2 62.6% 84.3%
QuickNet [4] 1/1 63.3% 84.6%
Group-Net [151] (1/1)×4 64.2% 85.6%
ABC-Net [69] (1/1)×5 65.0% 85.9%
Real-to-Binary [78] 1/1 65.4% 86.2%
ResNet-18 [151] 32/32 69.3% 89.2%

Table 2.6: Binary Neural Network benchmark for ImageNet, complemented from [78]. The
network scaling factor is included in Group-Net and ABC-Net. QuickNet provides a better
efficiency with only a 3% accuracy difference to Real-to-Binary.

2.2.2 Efficiency of Lightweight and Quantized CNNs
In this subsection, we firstly present the inference time performance for Lightweight CNNs on
x86 architectures (Table 2.7), and lastly, we show state-of-the-art BNN performance accuracy-
efficiency trade-off for BNNs (Figure 2.22).

For Lightweight CNNs, ShuffleFaceNet has the best efficiency-accuracy trade-off for
a real-time application on Laptop x86 CPUs. ShuffleFaceNet’s inference performance is of
34.4 FPS compared to MobileFaceNet’s 16 FPS, with competent accuracy results on VLR FR
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datasets as shown in the previous subsection. This is mainly due to the fact that it only pro-
cesses part of the feature map in each stage, uses almost exclusively depthwise convolutions,
and encourages robustness with the channel shuffle at the end of each unit.

Network # Params.
(Millions)

2× GTX
1080ti

GTX
1080Ti

GTX
1660Ti

Laptop
GTX
1050Ti

Laptop Intel
i7 7700HQ

Light CNN - 4 [130] 6.8 M 5.49 ms 12.67 ms 14.09 ms 55.50 ms 2,653.76 ms
Light CNN - 9 [130] 8.1 M 6.22 ms 14.36 ms 15.88 ms 56.17 ms 2,106.72 ms
VGG [106] 144.9 M 3.39 ms 7.83 ms 108.97 ms 35.29 ms 1,523.40 ms
VGGFace [88] 41.1M 3.99 ms 9.22 ms 14.24 ms 21.61 ms 433.39 ms
Resnet100 [48] 65.2M 2.76 ms 5.26 ms 12.96 ms 59.61 ms 285.64 ms
Light CNN - 29 [130] 31.0 M 2.01 ms 4.63 ms 2.38 ms 7.93 ms 126.71 ms
VarGFaceNet [132] 4.9 M 0.85 ms 1.48 ms 3.48 ms 27.09 ms 126.59 ms
MobileNetv2 [99] 1.8 M 0.80 ms 1.46 ms 4.50 ms 14.76 ms 103.69 ms
MobileNetv1 [55] 3.2 M 0.69 ms 1.21 ms 1.88 ms 20.06 ms 98.99 ms
VarGNet [146] 4.2 M 0.68 ms 1.18 ms 2.16 ms 5.42 ms 70.40 ms
MobileFaceNetV2 [20] 2.0 M 0.88 ms 1.48 ms 3.27 ms 7.28 ms 62.45 ms
MobileFaceNetV1 [20] 3.3 M 0.74 ms 1.31 ms 1.61 ms 8.23 ms 53.49 ms
ShuffleNet - 2.0 [76] 5.3 M 1.10 ms 1.96 ms 18.79 ms N/A 42.92 ms
ShuffleFaceNet - 2.0 [79] 4.5 M 1.00 ms 1.77 ms 2.41 ms 6.95 ms 37.46 ms
ShuffleNet-1.5 [147] 2.5 M 0.77 ms 1.33 ms 2.77 ms 12.25 ms 32.98 ms
ShuffleFaceNet-1.5 [79] 2.6 M 0.77 ms 1.34 ms 1.86 ms 4.68 ms 29.08 ms

Table 2.7: Inference time for Lightweight Convolutional Neural Networks, taken from previ-
ous work [75]. We note that ShuffleFaceNet shows the best inference runtime performance
for an Intel Laptop Processor, of around 34.4 FPS for a single image.

In Figure 2.22, we present runtime performance for state-of-the-art Binary Neural Net-
works. The best trade-off is shown by QuickNet, Real-to-Binary, and BinaryDenseNet de-
signs, for 224×224 image inputs tested on an ARM Cortex A76 CPU. The DepthWise op-
erators in QuickNet show an effective efficiency-accuracy trade-off for BNN block design,
similar to MobileFaceNet.
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Figure 2.22: Binary Neural Network efficiency performance [4], with ImageNet used as ac-
curacy benchmark. The QuickNet design shows a remarkable accuracy-efficiency trade-off.

2.2.3 Discussion on efficient Homogeneous approaches and research di-
rection

In order to build a strong baseline for binarizing CNNs, the following must be considered
[78]:

• Use downsampling layers with real-values due to signal degradation when skipping
connections at the downsampling step [72]

• Use PReLU instead of ReLU for activation [15]. This also improves performance in
Lightweight CNNs for face recognition [21, 79]

• Binarize weights prior to the activations [15].

• Learn scaling factors α and β via back-propagation, not fixed [15]. The scaling factors
can be computed using stacked linear operations [78].

• Train using weight decay of 1e − 5 [78] on when binarizing the activations and later a
weight decay of 0 with both weights and activations binarized [15].

• Do not back-propagate using binary representations as it degrades performance harshly
poorly [94] and it does not have any benefit at inference time.

• Use a vector of scaling factors α for every element in the binary weights [149].

Furthermore, structural changes are needed to reduce the loss of signal in the binariza-
tion process as evidenced by the structures of ABC-Net [69] and the Binary Single Image SR
Network [131].

Aside from the strong baseline building for CNNs, we identify the following areas of
opportunity:
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• The main pass for binarizing weights is to use the sign function. This does not take
into account the median of the distribution of the data which might be a determining
factor to better approximate real values into binary values. This is partially mitigated
by ABC-Net [69] by using different activation scales.

• The scaling factors α and β are always linear in all cases, except for the training step
in real-to-binary [78]. Adding further activations such as PReLU or other non-linear
functions sequentially, such as tanh, for these terms may further improve performance.

• Binary convolution blocks are often put in place for standard convolutions, which im-
proves efficiency. An attempt to approximate one floating-point residual convolutional
blocks using binary residual blocks was proposed in [151]. However, there is a gap for
specialized binary architecture building blocks akin to lightweight convolutional neural
networks. Sharing information between channels, which is what makes a strong case
for homogeneous feature extraction for Very Low Resolution Face Recognition, is not
present in binary convolutional units.

• The regular binarization step consists on Batchnorm → Activation → BinaryConversion
→ Pooling [94]. Pooling layers have proven to be ineffective for CNNs as evidenced in
Lightweight CNNs [21, 79]. Strided convolutions for downsampling avoid further loss
of information by having the information present in the downsampled representation
instead of completely eliminating data in the pooling step.

• The effect on binarization for face recognition purposes has not been explored. Approx-
imating face descriptors using binary representations remains as an opportunity area.

• Locality has not been fully exploited in current binarization block designs, other than
[131]. This local information sharing is paramount for applications in face recognition
and subspace projection mapping.

For extremely limited hardware (Section 1.7), improving on Binary Neural Network
technology suggests a compelling case for a VLR FR real-time approach. These improve-
ments need to have the VLR hardest face verification scenarios into consideration, focusing
on the efficiency of generating and comparing face descriptors. These improvements are Bi-
nary Neural Network design decisions at the general architecture and convolutional block
level. Considering our experimentation and analysis works in [80, 75, 81] and also presented
in this Section, with our Theoretical Framework Section 2.3, we are able to propose a bina-
rized approach for VLR FR as a Homogeneous VLR FR method.

2.3 Theoretical Framework
In this section, we present the specific components from the state of the art that take part in our
hypothesis for our binarized approach to Very Low Resolution Face Recognition. We discuss
quantization considerations, CNN architecture designs for FR, BNN block designs, and the
state-of-the-art training environment for FR.
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2.3.1 CNN architecture design for FR
In this subsection, we discuss the architecture components used on CNNs and BNNs. The
typical structure of a CNN architecture involves: Head block → Feature Extraction blocks →
Embedding block → Fully Connected blocks for training. Firstly, we present the operators
present in compact CNN designs. After that, we present the blocks used in different efficient
networks for FR.

2.3.1.1 Efficient CNN operators

1×1 convolutions, also known as pointwise convolutions, have a spatial kernel of only 1×1
with a channel dimension C. This acts as a focused channel-wise operator, saving operations
from traditional convolutional squared kernels per channel.

DepthWise Convolutions have independent 2D kernels for each input channel. For each
channel in the feature map, it is convolved with its corresponding 2D kernel at its depth
channel, then concatenates the output. This reduces the number of channel filters present in
regular convolutions.

Separable DepthWise convolutions stack DepthWise Convolutions and pointwise con-
volutions in a single concept, illustrated in Figure 2.23. The convolutional kernel is separated
spatially to perform the pointwise convolution step. The separable convolution has a parame-
ter count of Cin × (k2 +Cout), with a complexity of Hin ×Win ×Cin(k

2 +Cout), against the
complexity of a regular convolution of Hin ×Win × Cin × Cout × k2.

Figure 2.23: The Separable DepthWise Convolution operation. Independent kernels are split
through the depth channels, then calculated spatially with a 1×1×C filter, greatly optimizing
the number of operations from a regular convolution.
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Grouped convolutions split the input along the channel dimension into g groups, such
that each group has an independent channel filter. The output is later concatenated for the final
output. This effectively lowers the complexity of a regular convolutional layer proportionally
to the number of groups. The complexity is expressed as: (Hin ×Win ×Cin ×Cout × k2) / g.

2.3.1.2 Units

We make a distinction for convolutional units as very basic convolutional layer blocks, which
take part in other bigger and more complex blocks.

The most basic and common convolutional blocks in CNN design usually are Convolu-
tional Block units containing Convolution → Batch Normalization → Activation. In CNNs
for FR, the activation function of choice is the PReLU [115] activation. The PReLU activation
is formally defined as:

f(yi) =

{
yi if yi > 0

aiyi if yi ≤ 0
(2.4)

Where ai is a trainable parameter that re-scales the feature map convolved output. This
is beneficial for face recognition purposes as it allows for negative responses in the activation
components [20], compared to ReLU.

Residual connections, also commonly called skip connections, are heavily utilized in
the CNN literature. Firstly introduced in ResNet [48], the idea can be represented as G(x) =
F (x)+x, where F is one or more convolutional layer operations applied to input x. This skip
connection approach is light on resources and helps to compensate for the signal degradation
after many convolutional layers deeper down the network.

Many Lightweight CNNs [57, 20, 132] employ Squeeze-And-Excitation (SE) blocks in
various block designs. Figure 2.24 shows the basic functionality of this block. The block
calculates a scaling factor for the feature representation, with a 1×1×C shape. Usually, this
is calculated using a Global Average Pooling layer.

Figure 2.24: Squeeze-And-Excitation block, taken from [57]. This block calculates indepen-
dent scaling factors for all channels and uses them to scale the feature map posteriorly.

2.3.1.3 Block Designs

Building blocks for CNNs are the core of modern CNN architectures. They are designed with
a specific purpose in mind. In the case of Lightweight CNNs, they are designed to compensate
for lower accuracy when using less costly operators, at different points of the network.
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2.3.1.3.1 Head blocks
The head block section is responsible for handling the direct input signal from the input layers.
Avoiding information loss at this stage is paramount for a good information flow in deeper
stages from the network. In modern Lightweight CNN approaches for FR, the input layer size
is 112×112.

We consider the first layers of SqueezeNet [57] as the block design. The authors di-
rectly downsample the input image with a 7×7 kernel and a 2-stride filter, expanding from 3
channels to 96, and applying a max pooling operation with a 3×3 / 2 patch.

The MobileFaceNet head block, depicted in Figure 2.25a uses a 2-strided convolutional
block to downscale the input image and expand to 64 channels. Afterwards, they propose to
use a Separable DepthWise Convolutional Block with a 3x3 kernel, before sending the feature
map to the inverted residual block structures.

The ShuffleFaceNet architecture employs a convolutional block with a 3×3 with stride
2 to rescale the 112×112 input to 56×56, and expands to 24 channels. This employs a fast
downsampling strategy for the posterior feature extractors.

The VarGFaceNet head block design consists of a more complex approach. This block is
illustrated in Figure 2.25b. The input signal is not downscaled in the first convolutional layer.
Instead, the full 112×112 area is used to expand to 40 channels, retaining more information.
Afterwards, it features two separate branches for downscaling the feature map and performs a
set of one variable group convolution before one pointwise convolution. One branch performs
two sets of these operations and ends with a SE block before adding the signal from the other
branch with a single variable group convolutions and pointwise output.

2.3.1.3.2 Feature Extractor blocks
Block designs for most state-of-the-art CNNs are based on ResNet-style [48] blocks. This
involves stacking this design of three convolutional layers and a residual connection from
the input of the block summed with the output of the block. However, this design has been
identified to be a limit factor for VLR FR [75]. For optimizing the feature map sizes and
reducing convolutional operations, inverted bottleneck designs and depthwise convolutions
[20] are commonly used by Lightweight CNNs.

Lightweight CNNs make heavy use of DepthWise and PointWise convolutions in differ-
ent ways. ShuffleFaceNet almost exclusively uses DepthWise operators in its block design.
In its main block, it features a channel split operation, then convolves only a part of the input
channels with pointwise and separable convolutions, then concatenates the feature map and
shuffles the channel. This channel shuffle operation promotes other channels to be convolved
at a later stage. In the downsampling block, the authors use 2-strided DepthWise convolutions,
pointwise convolutions, and channel shuffling as well.

The MobileFaceNet feature extractor primarily constitutes residual bottleneck blocks
and the inverted bottleneck residual blocks. They are based on the bottleneck and expansion
block depicted in Figure 2.27b. The bottleneck design features a depthwise convolutional unit
(strided when used for downsampling), followed by a pointwise unit without the activation.
This design may also have a residual connection to the end of the block, dubbed as an inverted
residual structure. Their expansion block expands the depth channels using a pointwise con-
volution, then uses a depthwise convolutional block, and a final pointwise convolution unit.

The VarGFaceNet feature extractor blocks heavily feature Variable Group convolutions
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(a) MobileFaceNet Head block

(b) VarGFaceNet head block, taken from [132]

Figure 2.25: Head blocks for Lightweight CNNs. Subfigure 2.25a shows the head block for
MobileFaceNet with the channel expansion. Subfigure 2.25b shows the VarGFaceNet head
block strategy with residual connections, variable group convolutions, and the same number
of output channels.

and pointwise convolutions. The normal block uses variable group convolutions to duplicate
the number of channels and subsequently reduce them back to the original number of chan-
nels with a pointwise convolution. This process is done two times, with a SE block and a
residual connection at the end. The downsampling block reduces the feature representation
spatially (2-stride) while outputting a 2×C channel representation. This design processes the
same signal with three different sets of variable group convolutions followed by pointwise
convolutions. Two of those outputs are joined and then processed with another variable group
convolution, which duplicates again the number of channels, and another pointwise convolu-
tion reduces the channels by half. One of the outputs at the first step is joined with the latest
feature map before exiting the downsampling block. These designs are illustrated in Figure
2.28.

2.3.1.3.3 Embedding blocks
VarGFaceNet and MobileFaceNet embeddings usually increase the number of channels and
perform a reduction to 1×1×C using a 7×7 kernel with a variable groups convolution or
a Global DepthWise convolution, respectively. This solution works well when we do not
have number representation constraints and can easily expand the channel representation at
the embedding layer without losing information. However, this is not the case with binarized
networks. State-of-the-art BNNs do not employ this approach in their embedding settings.
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(a) ShuffleFaceNet feature extractor (b) ShuffleFaceNet downsampling

Figure 2.26: ShuffleFaceNet main blocks based on ShuffleNetv2, taken from [76]. The feature
extractors in Subfigure 2.26a feature the channel split with depthwise convolutions and chan-
nel shuffle. Subfigure 2.26b shows the downsampling strategy with two branches of 2-strided
depthwise convolutions, pointwise convolutions, and a channel shuffle

(a) MobileFaceNet bottleneck (b) MobileFaceNet expansion block

Figure 2.27: MobileNetV2 block design, also used on MobileFaceNet, taken from [99]. The
block design shown is based on MobileNetV2. Subfigure 2.27a shows the bottleneck structure
for feature extraction and Subfigure 2.27b shows the strategy for expanding the channels.

2.3.2 BNN block designs
In this subsection, we show BNN convolutional block designs of state-of-the-art binary ap-
proaches, as discussed in subsection 2.2.2. These blocks mainly focus on compensating for
the heavy loss of information from the quantization process.

The Real-to-Binary block [78], illustrated in 2.29, scales down the input to a single
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(a) VarGFaceNet normal block

(b) VarGFaceNet downsampling block

Figure 2.28: VarGFaceNet feature extractor and downsampling blocks, taken from [132]. The
normal block (2.28a features a channel expansion and reduction, with variable group convo-
lutions and a residual connection. The downsampling block (2.28b has two main branches
with 2-strided variable group convolutions, the result is joined before outputting.

vector by using a Global Average Pooling Layer. After that, a series of linear transformations
are applied in cascade to add to the calculation of the term.

In the BinaryDenseNet block designs, the authors proposed to increase efficiency by
removing the pointwise convolution and reducing the channels by half in the residual con-
nection. They also added extra shortcuts, compared to the original DenseNet design. Fur-
thermore, the representation is efficiently downsampled by first applying max pooling, then a
ReLU activation, and finally a pointwise convolution with reduced channels in a full-precision
representation. These reductions in size are depicted in Figure 2.30. With this design, the au-
thors report a ∼ 64× speedup compared to the original DenseNet architecture.

In QuickNet [4], the authors propose to downsample the representation by half at the
first full-precision Convolutional layer while expanding the channels to 16, and later at the
DepthWise convolution. In contrast with Lightweight CNNs, this approach does not expand
and reduce the depth channel intermediate representations, as presented in the embedding
layers for MobileFaceNet and VarGFaceNet. The transition block is used in the feature ex-
traction part of the network, with a depthwise convolution to downsample the representation
after joining the residual connection from the previous layer and applying a max pooling op-
erator. This design features the ReLU activation at a floating-point representation. These
designs are depicted in Figure 2.31.
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Figure 2.29: Real-to-binary convolution block, taken from [78]. The right side is the gat-
ing function which computes the scaling factor via convolutions, similar to an Inception or
Squeeze-And-Excitation block.

(a) BinaryDenseNet Residual convolution block (b) BinaryDenseNet transition block.

Figure 2.30: BinaryDenseNet block designs for feature extraction, taken from [8]. Subfigure
2.30a shows the modified DenseNet feature extractor and Subfigure 2.30b shows the spatial
downsampling strategy with a reduced intermediate feature map.

2.3.3 Quantization schemes
In this subsection, we discuss the quantization methods used to inform the quantization and
block design choices behind our binarized approach. Firstly, we discuss the regular quanti-
zation process via scaling factors, then the scaling factor residual accumulation mechanism
relevant to quantized block design, and the DOREFA quantizer applying non-linearities for
efficient inference time quantization.
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(a) Quicknet first convolution block (b) QuickNet transition block.

Figure 2.31: QuickNet proposed block designs, taken from [4]. The authors heavily expand
the representation to only 16 channels, but heavily spatially downsizing the representation at
the first steps (Subfigure 2.31a. In the transition block (Subfigure 2.31b), a 2-strided depthwise
convolution is used after a max pooling operation for reducing the feature map spatially, then
this representation is filtered with a regular quantized convolution.

2.3.3.1 Binarization using scaling factors

In XNORNET [94], the binarization process is performed by estimating the real-value weight
filter W using a binary filter B, where B = −1,+1. It uses the scaling factor α such that B
and α approximate W .

I ∗W ≈ (I ⊕B)α (2.5)

Estimating binary weights: Find estimation W ≈ α ∗B The objective function is defined as:

J(B,α) = ||W − αB||2

a∗, B∗ = αBJ(B,α)

Where Bi = +1 if Wi ≥ 0 and Bi = −1 if Wi < 0. This can be modeled using the sign
function as: B∗ = sign(W ). For finding the optimal scaling factor α∗, the derivative of the
objective function J with respect to α is employed, finally modeling the optimal α as:

α∗ =
(W TB∗)

n
(2.6)

For updating the parameters in the back-propagation step, real-value weights are uti-
lized. The reason is that in gradient descent the parameter changes are tiny, as such, these
small changes get ignored when the gradients are binarized. Floating-point representations
are used as input for the convolutional layers.
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The basic Straight-Through-Estimators (STE) include trainable real-valued scalars α
and β, used to linearly approximate real-value weights with their binarized counterparts. This
simple binarization process leads to a heavy loss of information.

The STE quantization is based on a Bernoulli distribution, q ∼ Bernoulli(p). As such,
generalizing the k-bit STE for weight vector ri is defined as:

Forward: ro =
1

2k − 1
round((2k − 1) ri)

Backward:
∂J

∂ri
=

∂J

∂ro

(2.7)

The binarized convolution is defined as:

x · y =
M−1∑
m=0

K−1∑
k=0

2m+kbitcount[and(Qm(x), Qk(y))] (2.8)

2.3.3.2 Residual and accumulating scaling factors

The Bit Accumulation Mechanism (BAM) on the Super Resolution method [131], illustrated
in Figure 2.32, features alternating residual connections for the α and β quantization terms. In
this structure, every 2 layers constitute a Local Binarization (LB) block and the conjunction
of various LB blocks constitutes a High Precision Binarization (HPB) block. This scheme
aggregated the weight scaling vectors α and activation scaling vectors β in every LB block.
The output of the weight scaling vector is then summed independently to the output of the
first Binary Convolution of the next LB block.

Figure 2.32: Bit Accumulation Mechanism (BAM), taken from [131] for non-linear feature
mapping. The individual scaling vectors of weights α and activations β are aggregated se-
quentially and independently from the standard convolution procedure.
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2.3.3.3 Binarization using DOREFA

In DOREFA-Net [149], the authors propose to introduce the tanh non-linearity to the quanti-
zation process and scale the terms to the [−1, 1] range. This also adds stability to the quanti-
zation process, and retains the k-bit representation flexibility:

Forward: ro = 2 quantizek(
tanh(ri)

2 max(| tanh(ri)|)
+

1

2
)− 1

Backward:
∂c

∂ri
=

∂ro
∂ri

∂c

∂ro

(2.9)

This notion of using the tanh as a soft regularizer or clipper in binary networks is also
used in the Knowledge Distillation training process presented in Real-to-binary [78].

2.3.4 State-of-the-art FR training environment
We also discuss the training environment for binarized FR. This is also relevant to the design
and evaluation of our approach since it impacts learning for the generated descriptors. As a
Homogeneous FR approach, we discuss the foundations of Softmax-based loss functions and
gradient optimization; we do not rely on complex training methodologies, such as Knowledge
Distillation, to validate the performance of our approach.

2.3.4.1 Loss functions

Loss functions used in the state of the art for FR include Softmax-based functions, center
loss [128], and the triplet loss[19]. Effective loss functions for large-scale face data are
Cosface[122], Sphereface[70], and arcface[31]. The margin-based Softmax functions are gen-
eralized in the following equation [109]:

L = − 1

N

N∑
i=1

log
es(cos(θyim1+m2)−m3

es(cos(θyim1+m2)−m3 +
∑n

j=1,j ̸=yi
es cosθj

(2.10)

Where s is the scaling factor directly impacting the gradients, and the margins m1, m2, and
m3 affect the angle in the projected space. The Cosface loss function can be represented with
m1 = 1, m2 = 0, and m3 = 0.35. The Sphereface loss with values m1 = 4, m2 = 0, and
m3 = 0. And the Arcface function as m1 = 1, m2 = 0.5, and m3 = 0.

In particular, the ArcFace loss performs the best on most large-scale FR benchmarks.
This additive angular margin loss function was proposed to promote inter-class discrimina-
tive properties by enforcing an angled margin. This constitutes to a more accurate geometric
spherical representation in which features from similar classes get compressed while keep-
ing them more adequately separated from the features from other classes. The geometrical
representation is shown in Figure 2.33.

Aside from the accuracy gains, this loss function is very efficient with very little over-
head over the original base idea in SphereFace [70]. they achieved this by directly employing
the arccos function instead of the more complex double-angle formula.
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Figure 2.33: Geometrical interpretation of the ArcFace loss function, taken from [31]. At
the time of training, the class center is learned and the angled margin is maximized using the
cosine function.

2.3.4.2 Optimizer

The Stochastic Gradient Descent optimizer updates the objective function J in mini-batches
[97], described by:

θ = θ − η · ∇θJ(θ;x
(i:i+n); y(i:i+n)) (2.11)

Where J is the objective function, η is the learning rate, and θ are our parameters. The
θ parameters are regularized using the momentum hyperparameter γ and the regularizer term
υt−1. This variant is known as SGD with decoupled weight decay (SGDW). The θ estimation
is updated with the following equations:

υt = γυt−1 + η∇θJ(θ)

θ = θ − υt

(2.12)



Chapter 3

BinaryFaceNet: VLRFR using BNNs for
Real-time performance

In this chapter, we present in detail our approach named BinaryFaceNet. BinaryFaceNet is
based on a block architecture, scalable in depth with a depth channel hyperparameter in the
network definition.

3.1 Approach
As per our analysis from the previous section, we found a gap for specialized binary architec-
ture building blocks akin to Lightweight CNNs for face recognition. The main inspirations
for our approach are the design guidelines from MobileFaceNet [20], VarGFaceNet [132], and
Group-Net [151]. We emphasize sharing information between channels, which is what makes
a strong case for homogeneous feature extraction for face recognition.

3.2 Block-based design
The network is organized in a Head block, a Global Feature Extraction (GFE) block, two Local
Feature Extraction (LFE) blocks, and an Embedding block. We established the following
design guidelines for our method:

• We avoid pooling layers in favor of using greater strided convolutions when we need to
decrease the feature map size.

• Using a Squeeze-and-Excitation (SE) module in the head block, calculating the SE
factor using progressive downsizing via quantized convolutions.

• Using BatchNorm and PReLU with floating-point precision as an activation function
after convolutional layers.

• Adding alternating residual connections (Adds) in the block designs to compensate for
the heavy signal degradation from the quantized layers.

54
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• Grouped convolutions with 2-step strides for efficiently downsampling the feature rep-
resentations.

• Using the DOREFA quantizer at every quantized layer for adding non-linearity to the
quantization and optimization steps, further stability, and k-bit flexibility to the repre-
sentation.

• Using a compact 128-Dimensional vector as feature output.

• Using Quantized DepthWise(QDepthWiseConv) and Quantized Separable (QSepara-
bleConv) convolutions to share channel-wise filters.

Our basic Quantized Convolutional block (QConvBlock) is defined with a Binarized
Convolution followed by a BatchNorm layer and a PReLU activation. The BatchNorm layer
aids in the stability and convergence of the network. For the network dimensions, we take
an approach similar to MobileFaceNet with 2-strided convolutions. Table 3.1 describes the
overview of our downsampling methodology in our method.

Name Input Output
Input layer 3×112×112 3×112×112
Head Block 3×112×112 64×56×56
GFE Block 64×56×56 64×56×56

LFE Block 1 64×56×56 64×28×28
LFE Block 2 64×28×28 64×14×14

Embedding Block 64×14×14 128×1×1

Table 3.1: General overview of the steps and feature map sizes in BinaryFaceNet. We first
expand to 64 channels in the head block and downsize the feature map, then process a high-
resolution 56x56 feature map in the General Feature Extraction (GFE) block, and further
downsize the representation at the start of the Local Feature Extraction (LFE) blocks. We
finalize with the Embedding block downscaling and expanding the representation channels to
a 128-Dimensional vector using strided convolutions.

3.2.1 Head Block
The main challenge of BNN is signal degradation. To improve the discriminative ability
further down the network, we maintain the input floating-point representation for retaining
the details in the input signal as much as possible. Figure 3.1 details the operations in the
head block. Our Head block expands the representation to 64 channels, then calculates the
SE weight factor for a weighted floating-point feature map subsequently. However, we avoid
using pooling operations due to their reduced discrimination ability and use a Reduction block
to favor quantized grouped strided convolutions to retain more information and extract more
accurate scaling factors to the data while downsizing. Finally, we scale the data with the
output from the SE block and downscale the representation using a 2-strided convolution to
be passed down along the network. We choose to use grouped convolutions heavily in this
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step due to their discrimination ability while increasing the efficiency when downsizing the
representation.

Figure 3.1: Head block design of BinaryFaceNet. We propose to use a Reduction block with
QConv operations inside the Squeeze-and-Excitation (SE) block for calculating the weights,
instead of a pooling layer. We use strided (2,2,4,5 sequentially) convolutions with different
kernel sizes (5,3,1,1 sequentially) and grouped convolutions to alleviate the operations over-
head.

3.2.2 Global Feature Extraction Block
Our Global Feature Extraction block, shown in Figure 3.2a, works with the same represen-
tation size throughout. This allows us to combine the input signal with the residual of two
posterior convolutional operations. This block processes HR feature maps with a resolution
above 32×32. Similar to QuickNet [4], we use Quantized DepthWise Convolutions (QDepth-
WiseConv) for efficient channel filtering through the depth dimension of the representation.
We choose the QDepthWiseConv operation to reserve more complex operations for the other
building blocks in our architecture while still sharing filters through the channel dimension.
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We use a PReLU layer to re-scale the sum of the feature maps. The input signal is intro-
duced back after two convolutional operations and the signal from the first convolution gets
reintroduced after a third single convolutional layer. This helps to compensate for the signal
degradation from the quantization process at different processing points. The compensated
signal before activation is later reintroduced after a QDepthWiseConv layer and re-scaled.
This last signal is the output of the GFE block for posterior processing at the LFE blocks.

(a) Global Feature Extraction Block (b) Local Feature Extraction Block

Figure 3.2: BinaryFaceNet feature extractors. Figure 3.2a shows the Global Feature Extrac-
tion block in our architecture, for higher resolution feature maps. We use residual connec-
tions from the signals from the input, the first QConvBlock, and after the second addition
operation. This mitigates the heavy signal degradation from quantization. We choose to use
QDepthWiseConv operations for depth-wise filtering to add robustness without the overhead
of pointwise convolutions. Figure 3.2b shows the Local Feature Extraction block design of
BinaryFaceNet. This module processes VLR feature maps and features more operations than
the GFE block. It reduces the representation size by half with a 2-strided convolution at the
start of the block and propagates that signal to add it after the second QConvBlock. The signal
from the two QSeparableConv layers is added at the end of the block.
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3.2.3 Local Feature Extraction Block
The Local Feature Extraction block, illustrated in Figure 3.2b, firstly downsizes the repre-
sentation with a non-grouped 2-strided convolution. We choose to use Quantized Separable
Depthwise Convolution layers (QSeparableConv) instead of the simpler QDepthWiseConv
layers from the previous GFE block. The QSeparableConv performs additional pointwise
convolutions separating spatially the depth kernel after a QDepthWiseConv, but is less ex-
pensive than a regular convolutional layer. After a PReLU activation layer, we use another
QConvBlock and we reintroduce the signal from the initial downsampling back to the fea-
ture map flow. After re-scaling with PReLU, we further process the feature map by using
another QConvBlock followed by a QSeparableConv. Finally, we add the signal from the first
QSeparableConv layer back to the network and re-scale for the final block output.

3.2.4 Embedding Block
In our embedding block, detailed in Figure 3.3, we define our face descriptor as a 128-
Dimensional vector. A small face descriptor, such as this one, is efficient and adequate, shown
to perform adequately in face recognition performance benchmarks [79, 80]. We downscale
the representation using two serialized full-precision convolutional blocks, favoring strided
convolutions and further avoiding pooling operations, with a kernel size of (3,3) and (4,4),
and strides of 3 steps and 1 step, respectively. When using a low-dimension output vector,
we are optimizing the computations in the posterior Fully Connected (FC) layers or any other
posterior verification and matching calculations.

Figure 3.3: The Embedding block consists of two straightforward full-precision Convolu-
tion blocks with ”valid” padding, filtering the full area of the feature map with no additional
padding. The channel dimension is expanded to 128 at the start of the block and is consistent
throughout.



Chapter 4

Evaluations on VLRFR datasets and
discussion

In this chapter we present our experiments for validating our hypothesis through our experi-
mentation methodology, we present our results and discuss our findings in terms of limitations
on hardware implementations, the trade-off between complexity and accuracy, the particular-
ities of training ultra-compact binarized FR methods, and future work regarding bringing this
approach to an application setting.

4.1 Methodology
We performed experiments of our proposed BinaryFaceNet against other state-of-the-art BNNs:
QuickNet [4] and BinaryDenseNet [8], with different complexity configurations for Binary-
DenseNet (depths 28, 37, and 45). For training, we used the LARQ framework [41] on Keras
over Tensorflow. We use the SGDW optimizer with batch sizes of 128 per our GPU memory
limitations for any given model. For our hardware settings, we use one NVIDIA GeForce
GTX 1080Ti 11GB VRAM GPU for training. The learning rate is set to 0.01 for Binary-
FaceNet for stability; the rest of the networks use a 0.1 value. The learning rate is adaptative,
multiplied by 0.1 at iterations 9, 15, and 18. The optimizer parameters are set to 0.9 for the
momentum and 5e-4 for the weight decay. We use the ArcFace loss function [31] for train
and fine-tuning, which is highly optimized for face recognition performance. We selected an
ArcFace scaling value of 16 for all BNNs, and tested empirically for stability. We use an input
resolution of 112×112×3 and 128-Dimensional embeddings for all BNNs.

4.1.1 Pre-processing and employed dataset overview
As per studies in the VLR FR area [80], mentioned in previous sections, we employ inter-area
interpolation to simulate the conditions of VLR images as a single method for interpolation,
then up-scaling to the input-layer size of 112×112.
We perform pre-training on the MS1-Celeb-1M dataset [46] and fine-tuning on the CASIA
WebFace [136], SCface [42], QMUL-TinyFace [22], and QMUL-SurvFace [23] datasets. All
of these datasets, except the CASIA WebFace and SCface, contain VLR images of 32×32
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pixels or less natively. We upscale all the input images to 112×112 using inter-area interpo-
lation for all datasets except the CASIA WebFace, for which we use bicubic interpolation as
well. The input images are normalized to a [-1, 1] range by subtracting the mean pixel value
of 127.5 and dividing by 128.
The SCface dataset contains 130 subjects and 4,160 images from different surveillance camera
distances: d1(4.2m), d2(2.6m), and d3(1.0m) with native VLR images and their correspond-
ing subject’s HR gallery counterpart. The images at d1 contains face image regions marginally
above to 32×32 pixels, making them the most useful in our study.
The CASIA WebFace dataset is an unconstrained face recognition dataset synthetically down-
scaled to LR images of 7×7, 14×14, 28×28 and 56×56 using bicubic and inter-area subsam-
pling strategies. It contains 10,575 identities and 494,414 images in total.
The QMUL-SurvFace contains native surveillance images from 15,573 subjects and 463,507
images. The input resolutions vary but are always below 32×32 pixels. The QMUL-TinyFace
dataset contains unconstrained face images from the web with 5,139 identities and 169,403
images.
For fine-tuning on the QMUL-Tinyface and QMUL-SurvFace datasets, we combined them
into a single one by matching the identities. We test the two individual datasets with their own
test set under this trained model on the combined dataset.
The MS-Celeb-1M dataset contains a web compilation of over 10 million HR face images
from over 100K identities gathered from the web. We used the cleaned version of this
dataset (also known as MS1M-V3 or MS1M-RetinaFace), also used as the baseline of the
LFR@ICCV19 lightweight face recognition challenge [32].

4.1.2 Performance metrics
In this subsection, we present the metrics we employ for assessing the efficiency performance
in our embedded platform, as well as accuracy performance metrics for face identification and
face verification for VLR datasets.

4.1.2.1 Efficiency metrics

The presented efficiency metrics are the inference time of our method running the Nvidia
Jetson Nano, per our Hardware settings Section 1.7, and the model statistics of our design.
We detail these measurements in the following paragraphs.

4.1.2.1.1 Runtime efficiency
We measure the runtime performance on our target hardware using the standard 10W power
mode over the Larq Compute Engine benchmarking tool [4] in a single-thread setting. We
report the mean inference time results provided by the benchmarking tool, in seconds per
image. This is formally defined as:

T =

∑n
i ti
n

(4.1)

Where ti is the measured inference runtime for one single image and n is the total
number of images measured for runtime. The default value for n is 50.
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The Frames Per Second (FPS) metric is extrapolated as the number of processed images
in one second: 1/T ; where t is the mean runtime in seconds per image of each method, as
defined above.

4.1.2.1.2 Model statistics

A k-bit Multiply-Accumulate Count operation (MAC) is the result of multiplying and
adding three scalars on the same representation level: a+(b× c). At an implementation level,
the 32-bit MACs and 1-bit MACs are not directly comparable, hence we report the total sum
of k-bit MAC operations in our design separately.

The total number of parameters refers to the sum of trainable and non-trainable weights
used by the convolutional layers present in the architecture design to compute the next neu-
rons. A regular convolutional layer Li for a feature map of dimensions H × W × C needs
(WLi

×HLi
×CLi−1

+1)×CLi
parameters to compute the next neuron. More efficient Depth-

Wise layers use less number of parameters, as defined in 2.3. The final calculation is provided
by the LARQ framework [41].

The model size reflects the memory needed for storing the weights and model def-
inition of our network using the Keras framework. This memory footprint is reported in
MegaBytes(MB), where 8× 1024 binary weights = 1KB and 1MB = 1024KB.

4.1.2.2 Accuracy metrics

For accuracy metrics, we define the Face Identification and Face Verification measurements
used for the datasets used in our experiments. For matching, we extract the embeddings
generated by each method for each image, resulting in a 1 × 1 × 128 descriptor. We score
them using the squared difference S(xi, yi) = (F (xi) − F (yj))

2, where F is the Neural
Network’s feed-forward function.

4.1.2.2.1 Face Identification

The Rank-k identification metric scores the embeddings from a probe pi from a probe set
P and a gallery image set G = g1, ..., gN , as a 1-to-N matching. We expect the true identity
to be present in the top-k closest matches, per the score measurement. This metric is being
applied to closed-set and open-set scenarios in the SCface and the QMUL-TinyFace datasets,
respectively.

The mean Average Precision (mAP) metric reports the average precision per probe for
the Precision-Recall (PR) curve. This curve quantifies The mAP for probe set P = p1, ..., pN
and Gallery set G = g1, ..., gn is defined as [120]:

mAP (P,G) =
1

|P |

|P |∑
i

|Q|∑
k

Precision(pi, gk)× [Recall(pi, gk)− Recall(pi, gk−1)] (4.2)

The mAP metric is used on the QMUL-TinyFace for the open-set identification scenario,
as defined in its evaluation protocol [22]. This metric is selected due to the evaluation of
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a precision and recall measurement per probe, as opposed to a proportion of true matches
present on a Cumulative Matching Characteristics Curve.

4.1.2.2.2 Face Verification

For face verification, we perform 1-to-1 comparisons to determine if two embeddings
belong to the same identity. We employ the False Acceptance Rate (FAR), False Rejection
Rate (FRR), and True Acceptance Rate (TAR) as follows:

FAR(t) =
|{s ≥ t,where s ∈ U}|

|U |
(4.3)

FRR(t) =
|{s ≥ t,where s ∈ M}|

|M |
(4.4)

TAR(t) = 1− FRR(t) (4.5)

Where U is the set of probes with unmatched gallery enrollments (impostors), M is the
set of probes with enrolled matching gallery pairs (enrolled identities), s is the matching score,
and t is the identity match threshold. These measurements are dependent on the established
t threshold. The opposing metrics TAR@FAR at a certain threshold are used to evaluate the
face verification performance. This is used to generate a Receiver Operator Characteristics
(ROC) curve, where the Area Under the Curve (AUC) measurement is used in this work for
the QMUL-SurvFace dataset in the open-set verification setting.

For the LFW simulated HR-to-VLR matching settings, we report the verification accu-
racy of two compared probes. This verification accuracy rate is represented as the proportion
of correctly verified pairs (True Positives and True Negatives) at threshold t with respect of
the total number of comparisons made (Positive and Negative total pairs).

4.2 Experiments
In this section, firstly we present the computational complexity of our face recognition model
against state-of-the-art BNNs for general-purpose Computer Vision tasks: Quicknet [4] and
BinaryDenseNet [8] with depth configurations 28, 37, and 45. Secondly, we show our face
recognition results on traditional face recognition benchmarks and VLR-specific datasets us-
ing those same BNNs, except for BinaryDenseNet45.

4.2.1 Efficiency performance
In Table 4.1 we report the number of binary Multiply-Accumulate (MAC) operations for 1-bit
and Full Precision 32-bit representations, the model size in Megabytes(MB), the total num-
ber of parameters and the runtime on the Larq Compute Engine (LCE) [4] benchmark tool
in single-threaded performance, running on an NVIDIA Jetson Nano 2Gb with an ARM A57
processor. The inference time benchmark from LCE represents the time it takes for each
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method to perform a forward pass under the aforementioned setting.
With our BinaryFaceNet architecture, we perform 57% less binary MACs and 44% less
floating-point 32-bit MACs, compared to QuickNet. The 1-bit MAC operations gap is wider
against BinaryDenseNet designs: of 79%, 83%, and 88% on network depths 28, 37, and
45, respectively. In terms of model size, our method has a memory requirement of only
3.8MegaBytes, with the rest needing 44% or more space to run. Our design also runs with
only 506K parameters, representing only 3.9% of the total parameters for QuickNet (12.7M)
and 11% of the total parameters of BinaryDenseNet 28 (4.5M). Most importantly, for infer-
ence time per image in a practical setting using LCE, BinaryFaceNet shows a 91% runtime
speedup against QuickNet

Method 1-bit 32-bit Mem. Total Time FPS
MACs MACs (MB) Params img/s

BinaryDenseNet45[8] 1.59G 59.7M 4.2 13.1M 6.2s 0.16
BinaryDenseNet37[8] 1.12G 48.9M 2.6 8.0M 4.4s 0.22
BinaryDenseNet28[8] 893.2M 49.99M 1.8 4.5M 3.7s 0.27

QuickNet[4] 431.7M 6.8M 2.21 12.7M 1.8s 0.55
BinaryFaceNet 184.9M 3.8M 1.3 506K 0.16s 6.25

Table 4.1: Efficiency for the state-of-the-art Binary Neural Networks, for a 112×112 input
and 128-Dimensional feature output. Our ultra-compact model BinaryFaceNet is the most
efficient in design, inference runtime, and Frames Per Second (FPS) in the Larq Compute
Engine [4] single-threaded benchmark on the NVIDIA Jetson Nano ARM A57 processor.

The presented efficiency results point to the feasibility of implementing a real-time face
recognition application on an affordable embedded device like the NVIDIA Jetson Nano. Our
method is the only one capable of achieving 6 to 7 Frames Per Second (FPS) using only one
thread of the ARM A57 CPU. In this scenario, we can offload the rest of the application and
FR pipeline processing burden to the rest of the ARM A57 CPU cores and the included GPU.

4.2.2 Accuracy performance
In this subsection, we present our VLR FR experiments with the training settings described in
our Methodology section 4.1. We show accuracy results for BinaryFaceNet, QuickNet, and
BinaryDenseNet in depths 28 and 37. We choose to omit BinaryDenseNet at depth 45 due
to the diminishing returns in terms of accuracy with respect to the shallower configurations
against the extended training time.

4.2.2.1 SCface

We present the identification results for the SCface dataset [42] according to the protocol used
in the state of the art [80, 137, 140], using 50 randomly chosen subject identities for training
and 80 for testing. Table 4.2 shows the recognition rates for the three distances of the subjects
to the camera, as defined in the dataset (4.2m, 2.6m, and 1.0m). The presented verification
results compare the VLR native surveillance image with the HR reference image.
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Method d1 (4.2m) d2(2.6m) d3 (1.0m)
BinaryDenseNet-37 [8] 38.0% 79.2% 86.7%
BinaryDenseNet-28 [8] 35.0% 79.2% 89.0%

QuickNet [4] 43.2% 83.0% 91.2%
BinaryFaceNet (ours) 48.7% 70.5% 60.5%

Table 4.2: SCface identification performance using the 50-80 subject testing protocol [80].
Our method outperforms the rest of the BNN methods on the hardest cases (d1 at 4.2m).

For this identification test, BinaryFaceNet performs with a higher accuracy performance
on the hardest setting (4.2m) where the camera is the farthest from the subject, compared to
the next most efficient state-of-the-art BNNs. The method has higher performance drops on
the 2.6m and 1.0 settings, where we start seeing the limitations of our approach. This shows
the effectiveness of our block design for processing the very low resolution feature maps and
the compromise on capturing higher-density details when balancing the accuracy-efficiency
trade-off.

4.2.2.2 QMUL-TinyFace and QMUL-SurvFace

For the combined QMUL-TinyFace and QMUL-SurvFace dataset, we present the identifica-
tion results for QMUL-TinyFace in Table 4.3 and the verification results for QMUL-SurvFace
in Table 4.4.

Method Rank-1 Rank-20 Rank-50 mAP
BinaryDenseNet-37 [8] 39.1% 56.2% 61.6% 31.3%
BinaryDenseNet-28 [8] 37.5% 56.2% 61.3% 30.0%

QuickNet [4] 40.9% 59.0% 64.5% 32.7%
BinaryFaceNet (ours) 22.9% 38.0% 43.5% 16.9%

Table 4.3: QMUL-TinyFace identification experiments using our combined QMUL-TinyFace
and QMUL-SurvFace dataset. Our method achieves a consistent performance compromise
on real-world datasets against other BNNs while taking less than 10% of the inference time
required for those methods.

In the QMUL-TinyFace identification setting (Table 4.3), our method scores an accuracy
drop across the Rank-1, Rank-20, and Rank-50 metrics of 18% in the hardest setting and 20%
in the other two settings respectively, against QuickNet. This gap is reduced against both
BinaryDenseNet approaches in all settings, which are considerably more expensive methods.
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Method TAR@FAR AUC Mean
1% 0.1% Acc.

BinaryDenseNet-37 [8] 49.1% 21.0% 91.7% 84.2%
BinaryDenseNet-28 [8] 44.7% 22.1% 91.3% 83.7%

QuickNet [4] 47.3% 18.1% 91.6% 83.9%
BinaryFaceNet 30.0% 8.3% 87.1% 78.6%

Table 4.4: QMUL-SurvFace verification performance when fine-tuning with the combined
QMUL-TinyFace and QMUL-SurvFace dataset. In this scenario, our method has less of a
performance compromise comparatively, with only a 9.8% drop for TAR@FAR=0.1% and
competitive results on AUC and overall mean accuracy on this real-world surveillance bench-
mark.

In the QMUL-SurvFace verification results (Table 4.4), our method achieves a similar
drop against Quicknet, showing a drop of 17.3% on the TAR@FAR=1% setting and 9.8% on
the TAR@FAR=0.1% setting, with this latter one being the harder verification setting. In a
Mean Accuracy metric, our method achieves only a 5% drop against the next most efficient
approach as well.

4.2.2.3 LFW simulated HR-VLR matching

Running our synthetic dataset benchmarks for simulated VLR verification scenarios, as also
presented in [80], we present Table 4.5, showing the verification rates for our simulated HR
matching with VLR probe scenario with the CASIA WebFace and SCface datasets, respec-
tively. The VLR probes are images from the LFW dataset downscaled using inter-area interpo-
lation. This experiment aims to test cross-dataset verification performance with the simulated
VLR conditions provided by the interpolation methods.

Method
CASIA FT - LFW SCface FT - LFW

7×7 14×14 28×28 7×7 14×14
BinaryDenseNet-37 [8] 90.2% 95.3% 97.7% 56.6% 79.3%
BinaryDenseNet-28 [8] 90.2% 95.0% 97.5% 55.3% 78.1%

QuickNet [4] 89.1% 94.5% 97.1% 53.9% 75.2%
BinaryFaceNet (ours) 81.6% 89.2% 92.8% 58.7% 78.1%

Table 4.5: Verification rates for the simulated HR matching with VLR probes from the LFW
dataset using inter-area interpolation, when fine-tuning using the CASIA WebFace and SCface
datasets separately. The BinaryFaceNet descriptor achieves a very competitive cross-dataset
verification performance, outperforming other BNNs with fine-tuning using SCface, a dataset
with native VLR imagery.

Our proposal BinaryFaceNet achieves a 7.5% accuracy compromise on the hardest case
against QuickNet when fine-tuning in the CASIA WebFace and a superior verification perfor-
mance in the same case when fine-tuning using the SCface dataset. This shows a compelling



CHAPTER 4. EVALUATIONS ON VLRFR DATASETS AND DISCUSSION 66

result for the descriptor generated by BinaryFaceNet, especially for verification performance
on affordable hardware.

4.3 Discussion and future work
In this section, we discuss the outcomes of our research work in terms of training ultra-
compact binarized models, limitations on hardware implementations, and balancing efficiency
and accuracy; while providing insights for future research directions. We primarily discuss
these topics from a real-time application perspective using affordable hardware.

4.3.1 Limitations on hardware implementations
Computer Vision technology in real-world applications is usually dependent on the target
hardware constraints. Our target hardware for this work is the NVIDIA Jetson Nano, an
affordable inexpensive device in terms of power efficiency. In theory, BNNs should be ex-
tremely efficient [94], however, we are currently constrained by the software frameworks sup-
ported for our hardware configuration. In this project, we used the LARQ Compute Engine
[4] for its support for state-of-the-art BNN operations such as grouped binary convolutions,
DOREFA quantizers, and its highly-efficient custom binary ops. On the other hand, this
platform only supports ARM and xCORE architectures. Even though mainstream x86 archi-
tectures are affordable and available, binarized convolutional operations are not optimized for
these platforms. This also means that embedded platforms with onboard GPU modules cannot
be utilized due to the binary framework only working on ARM CPUs. Additional research
efforts are needed to broaden the availability of robust BNN technology on more mainstream
platforms.

In order to close the gap for a complete VLR FR application to run in such power-
efficient devices, we must consider the computational effort of running the full face recog-
nition pipeline: camera image processing, face detection, alignment, feature extraction, and
matching. As previously mentioned, BinaryFaceNet is the only one capable of running in a
VLR FR application close to a real-time setting (6 to 7 FPS, without overclocking) in a single
ARM core with comparable accuracy performance to the state-of-the-art BNNs while reserv-
ing the rest of the CPU cores and GPU for the rest of the operations in the FR pipeline. We
attribute the inference time speedup of our method to the combination of drastically reducing
the number of network parameters and total MAC operation count. Reducing the total pa-
rameter count by at least 89%, maintaining most of our network binarized (over 97% of total
MAC operations), and reducing the 1-bit MAC count by 57% and the 32-bit MAC count by
44% against other BNNs has allowed us to achieve inference performance closer to real-time
scenarios.

4.3.2 Trade-off between complexity and accuracy
The BinaryFaceNet proposal in this paper is particularly optimized to our hardware constraints
and VLRFR scenario. The face descriptor generated by BinaryFaceNet is a step towards a
more efficient representation for a cross-dataset verification scenario. The BinaryFaceNet
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architecture can also benefit from more hardware resources available by tuning network hy-
perparameters; particularly the internal depth size and the quantization bits. The quantization
bit selection from the reduction block inside the head block (Figure 3.1) is one of the pri-
mary points for balancing for efficiency and accuracy performance. Our quantizer choice,
DOREFA [149], also allows for an easy k-bit adjustment. Balancing this quantized k-bit rep-
resentation can lead to a more robust representation since it directly affects the calculation of
the SE weight that scales the input image after the first full-precision convolution. This opens
the door for efficient face recognition research using this BNN design in other scenarios such
as heterogeneous FR (sketches, NIR-VIS, etc.), aging subjects, and racial bias. In our own
design experiments, we achieved around a 10% accuracy improvement in the aging subjects
AgeDB30 verification benchmark when using 32-bit FP layers in the reduction block.

The practical scenarios enabled by the specific configuration present in this method pro-
posal are VLR FR applications on extremely-limited ARM-based processors. We can expect
real-time performance for recognizing one face image per ARM-CPU core available. The
accuracy of our method does not have a significant negative in face verification scenarios with
VLR probes and HR images, as shown in our previous section. To mitigate the accuracy drops
in face recognition scenarios, other training methodologies, such as Knowledge Distillation,
can be used, where the efficient design of the configuration proposed in this work can be
leveraged for learning to output embeddings closer to other more complex VLR FR methods
without sacrificing efficiency. Combining the finetuning of network hyperparameters with
more complex methodologies shall heavily reduce the accuracy shortcomings of this method
wihle taking advantage of our highly-efficient design for real-time harware-constrained appli-
cations.

4.3.3 Training ultra-compact face recognition binarized stable models
In our experiments, we found several hyperparameters and training settings to appropriately
work on the face recognition scenario. The recommended state-of-the-art optimizer for train-
ing BNNs using general-purpose datasets is the Adam optimizer [78], however, in our experi-
ments with face recognition datasets we found this strategy to be ineffective when optimizing
the state-of-the-art FR loss function ArcFace [31]. As such, we employed the SGDW and
achieved the reported performance in the previous section. Furthermore, the ArcFace loss
scale hyperparameter s was adjusted to 16 from its usual empirical value set to 64. The scale
hyperparameter affects the vector scaling in the projected subspace, as such, a larger value
leads to higher gradients. This, in turn, also leads to more instability when training BNNs. In
the same fashion, the training stability is sensitive to the learning rate hyperparameter. With
reduced network designs, such as the case in BinaryFaceNet, the learning rate must be re-
duced to avoid exploding gradients. The quantizer choice is also important in the design of
ultra-compact networks since it influences training stability and accuracy performance. The
DOREFA quantizer leverages non-linear functions (tanh) for scaling and gradient clipping,
making it an appropriate choice for our ultra-compact model. Further research in hyperparam-
eter tuning for FR scenarios using ultra-compact BNNs is encouraged to further maximize the
efficiency benefits of BNN technology.
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4.3.4 Future work
In future work with this ultra-compact binarized design, we intend to increase the accuracy
of this method without sacrificing much efficiency. We could do this by leveraging other k-
bit quantization schemes, such as 8-bit weights and 6-bit activations for the reduction block
inside our head block design. Recent work on quantization rates and Knowledge Distillation
[14] suggest a viable approach for a specific application scenario. For dataset-specific scenar-
ios, there is an opportunity to propose more effective pre-processing techniques for VLR FR
applications. Research on jointly trained shallow binarized Super Resolution network for this
scenario could be a viable approach for scenarios with more permissive hardware. Allocat-
ing the face detection and normalization resources into an ensemble shallow network for face
normalization may improve performance on VLR FR applications. Another aspect to further
expand the applicability of this work is biometric face sample encryption for privacy. Our
previous work [53] shows that it is feasible for a network to train to recognize encrypted face
samples. We intend to explore the feasibility of improving this privacy aspect on our real-time
embedded hardware-constrained settings.



Chapter 5

Conclusions and Research Outcomes

In this section, we provide the final remarks of our research work and the outcomes achieved
within the duration of this thesis project.

5.1 Conclusions
For the duration of this thesis work, we mainly reviewed the Lightweight CNN for FR and
Very Low Resolution Face Recognition literature, proposed a taxonomy for organizing the
state-of-the-art Heterogeneous FR and Homogenous FR approaches, analyzed the shortcom-
ings of the most efficient CNN and BNN approaches for real-time VLR FR scenarios using
embedded platforms, proposed a novel BNN architecture for dramatically improving effi-
ciency this scenario, and explored possibilities for expanding the applicability of our work
regarding biometric face sample encryption.
Firstly, we tested the Lightweight CNNs for FR in the Lightweight Face Recognition chal-
lenge at ICCV 2019, proposing ShuffleFaceNet. This work allowed us to focus on improving
efficiency with competent accuracy performance and the particularities of Neural Network
architectural components for achieving competent FR performance. For our VLR FR state-
of-the-art taxonomy, we divided the existing works into Homogeneous and Heterogeneous
approaches, if any method bridges the domain gap in its design. For our analysis, we tested the
viability of Lightweight CNN as Homogeneous FR approaches on VLR benchmark datasets
with fine-tuning using different interpolation methods to better simulate VLR conditions as a
pre-processing step. We also tested runtime performance in various x86 architectures using,
CPU and GPU for inference.
After achieving encouraging results with our proposed work ShuffleFaceNet running in real-
time using a Laptop CPU, we proceeded to review the Binary Neural Network approaches, to
bring VLR FR to an embedding application scenario. With our Binary Neural Network back-
ground work analysis, we could find the areas of opportunity in the area, mainly stemming
from information degradation and not using the improvements present in Lightweight CNNs
for FR approaches.
We proceeded to design our binarized architecture for Very Low Resolution Face Recognition,
using other BNNs in the state of the art as baselines. We set our training settings standardized
with the FR literature and only modify the optimizer hyperparameters when facing limitations
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of learning stability. After fine-tuning our architecture design for extreme efficiency and com-
parable accuracy for VLRFR performance, we achieved a dramatically low parameter count
and Multiply Accumulate Count operations. This finally resulted in the only binarized method
running in real-time on a single thread of the NVIDIA Jetson Nano ARM A57 processor.
Considering more aspects for bringing this application to a real-world setting as future work,
we explored the face recognition for biometric face encryption avenue, with encouraging re-
sults. Likewise, we could expand this proposal to various degrees of efficiency-accuracy trade-
offs, depending on the hardware resources available, but still prioritizing efficiency. Further
work also includes more complex training methodologies relying on knowledge distillation,
where efficient architectures can approximate embeddings generated by heavier methods.

5.2 Final research outcomes
During this thesis work and per our objectives, we made the following contributions to the
state-of-the-art:

• One thesis work on efficient Very Low Resolution Face Recognition for affordable em-
bedded hardware: the NVIDIA Jetson Nano.

• One GitHub public repository: adapted training and deployment framework for Binary-
FaceNet and other BNNs on Keras/Tensorflow: https://github.com/lluevano/
insightface_larq_keras

• Three JCR journal papers:

– One survey paper proposing a taxonomy for the Very Low Resolution Face Recog-
nition literature and discussing these approaches from an application standpoint:
LUEVANO, L. S., CHANG, L., MÉNDEZ-VÁZQUEZ, H., MARTÍNEZ-DÍAZ,
Y., AND GONZÁLEZ-MENDOZA, M. A study on the performance of uncon-
strained Very Low Resolution Face Recognition: Analyzing current trends and
new research directions. IEEE Access 9 (2021), 75470–75493

– One Lightweight CNNs for FR benchmark study, evaluating different High Reso-
lution Face Recognition scenarios:
MARTÍNEZ-DÍAZ, Y., NICOLÁS-DÍAZ, MÉNDEZ-VÁZQUEZ, H., LUEVANO,
L. S., CHANG, L., GONZÁLEZ-MENDOZA, M., AND SUCAR, L. Benchmark-
ing lightweight face architectures on specific face recognition scenarios. Artificial
Intelligence Review (02 2021).

– One Lightweight CNNs for FR benchmark on Masked FR scenarios for evaluating
robustness on the latest methods:
Y. MARTÍNEZ-DÍAZ, H. MÉNDEZ-VÁZQUEZ, L. S. LUEVANO, M. NICOLÁS-
DÍAZ, L. CHANG, AND M. GONZÁLEZ-MENDOZA. Towards Accurate and
Lightweight Masked Face Recognition: An Experimental Evaluation. In IEEE
Access 10 (2022) 7341-7353

https://github.com/lluevano/insightface_larq_keras
https://github.com/lluevano/insightface_larq_keras
https://github.com/lluevano/insightface_larq_keras
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• Three conference papers:

– One Lightweight CNN proposal, improving on inference runtime performance:
MARTÍNEZ-DÍAZ, Y., LUEVANO, L. S., MÉNDEZ-VÁZQUEZ, H., NICOLÁS-
DÍAZ, M., CHANG, L., AND GONZÁLEZ-MENDOZA, M. Shufflefacenet: A
lightweight face architecture for efficient and highly-accurate face recognition. In
The IEEE International Conference on Computer Vision (ICCV) Workshops (Oct
2019).

– One interpolation method evaluation for VLRFR using Lightweight CNNs for FR:
MARTÍNEZ-DÍAZ, Y., MÉNDEZ-VÁZQUEZ, H., LUEVANO, L. S., CHANG,
L., AND GONZÁLEZ-MENDOZA, M. Lightweight low-resolution face recog-
nition for surveillance applications. In 2020 25th International Conference on
Pattern Recognition (ICPR) (2021), pp. 5421–5428

– One Biometric Face Encryption using CNNs proposal, for expanding our work for
a real-world application:
HOFBAUER, H., MARTÍNEZ-DÍAZ, Y., LUEVANO, L. S., MÉNDEZ-VÁZQUEZ,
H., UHL, A. Utilizing CNNs for Cryptanalysis of Selective Biometric Face Sam-
ple Encryption. In Proceedings of the 26th International Conference on Pattern
Recognition (ICPR) (2022), p. 8.

• One manuscript in the process of submission to a JCR Q1 journal: BinaryFaceNet: A
Binarized Approach for Real-Time Very Low Resolution Face Recognition in Video
Surveillance Scenarios

• One manuscript draft in progress, from the experimentation work done at the research
stay at the Idiap Research Institute: Synthesis of Very Low Resolution face images
usable on Very Low Resolution Face Recognition scenarios.



Appendix A

BinaryFaceNet detailed MAC output per
layer

Block Layer Output size Memory 1-bit 32-bit
(KBs) MACs MACs

input-1 (-1, 112, 112, 3) 0 - -

H
ea

d
bl

oc
k

conv2d (-1, 112, 112, 64) 0.75 0 2408448
batch-normalization (-1, 112, 112, 64) 0.50 0 0

p-re-lu (-1, 112, 112, 64) 0.25 - -
quant-conv2d (-1, 54, 54, 64) 3.12 74649600 0

batch-normalization-1 (-1, 54, 54, 64) 0.50 0 0
p-re-lu-1 (-1, 54, 54, 64) 0.25 - -

quant-conv2d-1 (-1, 18, 18, 64) 1.12 2985984 0
batch-normalization-2 (-1, 18, 18, 64) 0.50 0 0

p-re-lu-2 (-1, 18, 18, 64) 0.25 - -
quant-conv2d-2 (-1, 5, 5, 64) 0.25 51200 0

batch-normalization-3 (-1, 5, 5, 64) 0.50 0 0
p-re-lu-3 (-1, 5, 5, 64) 0.25 - -

quant-conv2d-3 (-1, 1, 1, 64) 0.50 4096 0
batch-normalization-4 (-1, 1, 1, 64) 0.50 0 0

p-re-lu-4 (-1, 1, 1, 64) 0.25 - -
reshape (-1, 1, 1, 64) 0 - -

conv2d-1 (-1, 1, 1, 4) 1.02 0 256
p-re-lu-5 (-1, 1, 1, 4) 0.02 - -
conv2d-2 (-1, 1, 1, 64) 1.25 0 256
multiply (-1, 112, 112, 64) 0 - -

quant-conv2d-4 (-1, 56, 56, 64) 1.12 28901376 0

G
FE

bl
oc

k
1 batch-normalization-5 (-1, 56, 56, 64) 0.50 0 0

p-re-lu-6 (-1, 56, 56, 64) 0.25 - -
quant-conv2d-5 (-1, 56, 56, 64) 0.75 12845056 0

p-re-lu-7 (-1, 56, 56, 64) 0.25 - -
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G
FE

bl
oc

k
1

quant-depthwise-conv2d (-1, 56, 56, 64) 0.26 200704 0
add (-1, 56, 56, 64) 0 - -

p-re-lu-8 (-1, 56, 56, 64) 0.25 - -
quant-conv2d-6 (-1, 56, 56, 64) 0.75 12845056 0

add-1 (-1, 56, 56, 64) 0 - -
p-re-lu-9 (-1, 56, 56, 64) 0.25 - -

quant-depthwise-conv2d-1 (-1, 56, 56, 64) 0.26 200704 0
add-2 (-1, 56, 56, 64) 0 - -

p-re-lu-10 (-1, 56, 56, 64) 0.25 - -

L
FE

bl
oc

k
1

quant-conv2d-7 (-1, 28, 28, 64) 4.50 28901376 0
batch-normalization-6 (-1, 28, 28, 64) 0.50 0 0

p-re-lu-11 (-1, 28, 28, 64) 0.25 - -
quant-separable-conv2d (-1, 28, 28, 64) 0.76 3261440 0

p-re-lu-12 (-1, 28, 28, 64) 0.25 - -
quant-conv2d-8 (-1, 28, 28, 64) 0.50 3211264 0

batch-normalization-7 (-1, 28, 28, 64) 0.50 0 0
add-3 (-1, 28, 28, 64) 0 - -

p-re-lu-13 (-1, 28, 28, 64) 0.25 - -
quant-conv2d-9 (-1, 28, 28, 64) 0.50 3211264 0

batch-normalization-8 (-1, 28, 28, 64) 0.50 0 0
p-re-lu-14 (-1, 28, 28, 64) 0.25 - -

quant-separable-conv2d-1 (-1, 28, 28, 64) 0.76 3261440 0
add-4 (-1, 28, 28, 64) 0 - -

p-re-lu-15 (-1, 28, 28, 64) 0.25 - -

L
FE

bl
oc

k
2

quant-conv2d-10 (-1, 14, 14, 64) 4.50 7225344 0
batch-normalization-9 (-1, 14, 14, 64) 0.50 0 0

p-re-lu-16 (-1, 14, 14, 64) 0.25 - -
quant-separable-conv2d-2 (-1, 14, 14, 64) 0.76 815360 0

p-re-lu-17 (-1, 14, 14, 64) 0.25 - -
quant-conv2d-11 (-1, 14, 14, 64) 0.50 802816 0

batch-normalization-10 (-1, 14, 14, 64) 0.50 0 0
add-5 (-1, 14, 14, 64) 0 - -

p-re-lu-18 (-1, 14, 14, 64) 0.25 - -
quant-conv2d-12 (-1, 14, 14, 64) 0.50 802816 0

batch-normalization-11 (-1, 14, 14, 64) 0.50 0 0
p-re-lu-19 (-1, 14, 14, 64) 0.25 - -

quant-separable-conv2d-3 (-1, 14, 14, 64) 0.76 815360 0
add-6 (-1, 14, 14, 64) 0 - -

p-re-lu-20 (-1, 14, 14, 64) 0.25 - -

E
m

b
bl

oc
k conv2d-3 (-1, 4, 4, 128) 288.00 0 1179648

batch-normalization-12 (-1, 4, 4, 128) 1.00 0 0
p-re-lu-21 (-1, 4, 4, 128) 0.50 - -
conv2d-4 (-1, 1, 1, 128) 1024.00 0 262144

batch-normalization-13 (-1, 1, 1, 128) 1.00 0 0
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p-re-lu-22 (-1, 1, 1, 128) 0.50 - -

Table A.1: BinaryFaceNet MAC count per convolutional layer

Total params 506 K
Trainable params 504 K

Non-trainable params 2.05 K
Model size 1.32 MB

Float-32 Equivalent 1.93 MB
Compression Ratio of Memory 0.68

Number of MACs 189 M
Ratio of MACs that are binarized 0.9796

Table A.2: BinaryFaceNet architecture summary per the summary tool of the LARQ BNN
framework.
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Method Type
ms-celeb-1M train

LFW CFP-FP AGEDB-30
VarGFaceNet [132] L.CNN 99.73% 97.67% 97.5%
MobileFaceNet [20] L.CNN 97.33% 99.71% 97.56%
ShuffleFaceNet [79] L.CNN 97.38% 97.25% 97.31%

BinaryDenseNet-45 [8] BNN 99.28% 92.88% 91.03%
BinaryDenseNet-37 [8] BNN 99.17% 92.59% 90.72%
BinaryDenseNet-28 [8] BNN 99.17% 92.11% 90.72%

QuickNet [4] BNN 98.97% 92.00% 89.00%
BinaryFaceNet (ours) BNN 95.07% 77.93% 75.12%

Table B.2: HRFR verification rates for Lightweight CNNs and BNNs using the insightface
verification verification benchmarks [32]
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[80] MARTÍNEZ-D ÍAZ, Y., MÉNDEZ-VÁZQUEZ, H., LUEVANO, L. S., CHANG, L., AND

GONZALEZ-MENDOZA, M. Lightweight low-resolution face recognition for surveil-
lance applications. In 2020 25th International Conference on Pattern Recognition
(ICPR) (2021), pp. 5421–5428.

[81] MARTÍNEZ-D ÍAZ, Y., NICOLÁS-D ÍAZ, M., VAZQUEZ, H., LUÉVANO GARCÍA,
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