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Abstract

In recent years, the electrical network has been evolving towards becoming a more sustain-
able system, the present environmental concerns regarding the greenhouse gas emission by
the energy sector have pushed forward the integration of alternative generation units that
promote the decarbonization of the energy production sector. Over the past decades the in-
tegration of these “cleaner” energy generation systems has been done in an On-grid and an
Off-grid fashion, however, this integration strategy encountered some problems regarding key
areas such as control and management, just to mention a few. The microgrid concept is then
created to overcome these issues, allowing a seamless integration to the electrical network of
the growing alternative generation assets, improving how these “cleaner” energy production
alternatives are managed into more sustainable systems.

In Microgrids with a high penetration of renewable energy sources, power converters are used
to regulate the produced energy to a single voltage and frequency reference value across the
microgrid. Adequate incorporation of an LC filter at the output of power electronic devices
allows the attenuation of harmful harmonics that can be introduced to the microgrid’s energy
bus. By traditional methods, LC filter values can be calculated by means of the power rating,
switching frequency, cutoff frequency, and using the bode frequency domain. It is impor-
tant to consider that, a microgrid including distributed generators can operate connected to
the main electrical network or in an isolated manner, referred to as island operation. The
transition between both states can occur voluntarily, but a disconnection can also happen un-
expectedly. The associated transients can be harmful to the grid, and compensating actions
must be triggered to avoid service interruption, preserve power quality, and minimize the
possibility of faults.

It is important to consider that in transition from a connected to an autonomous microgrid
operation, the calculated LC filter can lead to high harmonic injection. As a result, a tuning
methodology capable of obtaining the right set of parameters for the LC filter for such transi-
tion events can improve the performance of the microgrid. Alternately, such transition events
must be detected to enable compensating action; island detection methods are essential to
this end. Such techniques typically depend on communication networks or on the introduc-
tion of minor electrical disturbances to identify and broadcast unexpected islanding events.
However, local energy resources are distributed, variable, and are expected to be integrated
in a plug-and-play manner; then, conventional island detection strategies can be ineffective
as they rely on specific infrastructure.

To overcome those problems, this work proposes to improve the islanding phenomenon in
two main contributions. To tackle the issues in regards to the introduction of harmful tran-
sients by traditional LC filters, this work optimizes the LC output parameters with respect to
the size of the filter components, the IEEE Std 519-2014, and bandwidth of the filter, within
a bounded region of values subjected to performance conditions such as voltage output, and
the produced total harmonic distortion measurements during the transition from a connected
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to an autonomous operation. In a case study, genetic algorithm optimization is used to obtain
the LC filter parameters and compared to a conventional arithmetic methodology to obtain
the values of the filter. The optimization results in a set of values that lead to a higher har-
monic attenuation after the transition rather than a conventional method using the switching
frequency as the main design factor.

In the other end of the islanding phenomenon, where islanding events must be detected while
avoiding traditional infrastructure setbacks, a straightforward, distributed island detection
technique is proposed, this technique relies only on local electrical measurements, available
at the output of each generating unit. The proposed method is based on the estimated power-
frequency ratio, associated with the stiffness of the grid. A “stiffness change” effectively
reveals island operating conditions, discards heavy load variations, and enables independent
(distributed) operation. The proposal was validated through digital simulations and an exper-
imental test-bed. Such test-bed consists of a Real-Time HIL implementation, the proposed
island detection algorithm is programmed to run in an embedded format while connected to
a Real-Time simulator running a microgrid equivalent model in the form of a three-phase
parallel RLC load as recommended by the IEEE Std. 929 and IEEE Std. 1547 for islanding
detection. Results showed that the proposed technique can effectively detect island operation
at each generating unit interacting in the microgrid. Moreover, it was about three times faster
than other reported techniques.
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Chapter 1

Introduction

1.1 Preamble

1.1.1 Towards Smart cities

When looking to the past, cities have always looked for innovative solutions to social, eco-
nomic, transportation, logistic, and energetic paradigms. With the accelerated growth of the
technological sector, these solutions have been slowly adapting to the available technological
resources. In today’s technological panorama, where data availability is one of the principal
resources for the development of new and tailored technologies, several proposals have been
developed around data analysis techniques that seek a better understanding of the acquired
data. This is to provide made-to-measure solutions to the many challenges surrounding de-
veloping cities [1]. This would mean that the extraction, analysis, and interpretation of the
acquired data can lead to smart and innovative solutions tailored to specific problems.

Data can be acquired through a vast network of sensors, cameras, and the monitoring of
device-to-device communications. This data can represent specific behaviors of a given social
or industrial sector and can be directed to the optimization of key processes. The availability
of these “smart” solutions through the acquisition and analysis of data has led to the concept
of Smart Cities. This concept is created to merge critical points in the development of cities
and an established data acquisition network (DAN) into a holistic system that seeks global
objectives with political and environmental interests. These key areas of interest are shown
in figure 1.1 according to Lavalle et al [2].

It is important to mention that the development of certain areas in the smart city context is
heavily dependent on the city and governmental policies that can hinder or endorse the appli-
cation of certain technologies. In this context, the United Nations have developed the 2030
agenda for Sustainable Development Goals, which is an urgent call for action by all coun-
tries in regards to 17 sustainability paradigms concerning today’s society [3]. This statement
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CHAPTER 1. INTRODUCTION 2

by the United Nations motivates governments to promote research and industry efforts to at-
tain the challenges of natural resources management and environmental areas within the key
aspects concerning the development of Smart cities [2]. Although there is not an official defi-
nition for Smart cities, these can be comprehended as systems that seek the most efficient and
effective solutions to the many social, environmental, and logistic problems of cities by digi-
talizing the behavior of its residents through the collection and interpretation of data captured
by a DAN.

 

Fig. 1.1: Areas of interest in future Smart Cities

For example, authors in [4] expose how the analysis of parking behavior data (obtained thanks
to a sensor-based DAN) of populated sectors in a city can help in the creation of solutions that
can alleviate traffic congestion due to the lack of parking spaces during peak hours. In another
scenario, current environmental challenges that target the sustainability aspect behind the
production, management, and consumption of electrical energy have been pushing “smart”
projects around the globe to tackle the global energy paradigm.

The “smart” solutions for energy sustainability and management challenges have been pre-
sented at different stages of the electrical network, from generation and distribution stages
to the residential sector and single households. In all these stages, the presence of “smart”
metering devices enables the possibility of acquiring data that represents these entities, thus,
tailored energy management solutions can be developed for every stage in the conventional
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electrical network scheme. Since cities are a collection of single entities (households and
buildings), it only makes sense that in order to better manage such big systems, the man-
agement of small entities is required. Therefore, smart cities can be divided into scaled-
down systems as a strategy to dive into the present problem, more specifically, the energetic
challenges can be dived in what is known as nanogrids, microgrids, and smartgrids. These
divisions are illustrated in figure 1.2.

SmartgridNanogrid Microgrid

Household
(small scale)

Renewable energy 
generation

Energy storage

Home energy 
management

Community
(medium scale)
 
Renewable energy 
generation

Energy storage

Microgrid energy 
management

Ancillary services

City
(large scale)
 
Renewable energy 
generation

Energy storage

Grid energy 
management

Ancillary services

Fig. 1.2: Scaled-down energy system in the development of smart cities

Nanogrids are the more considered a small scale system, these are commonly formed by a
single household with energy generation, storage, and management capabilities, the latter are
commonly driven by the acquired data from “smart” devices and the local metering system.
Subsequently, microgrid and smartgrid are the medium and large scale systems respectively,
as shown in figure 1.2, these systems have not much difference except for their implemen-
tation scale. Since the size of implementation is a main factor behind the investment cost,
microgrids have been a subject of study for the development of smartgrid, essentially be-
coming a building block in the future of the electrical network [5]. Certainly, this motivates
research efforts to tackle present issues in the development of microgrid systems. To better
understand the motivation to develop such a system, the following section dives deeper into
the paradigms of the current electrical network, and how these are also a factor behind the
interest in microgrids.
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1.1.2 Paradigms of the electrical network

The ongoing growth in electrical power production due to rapid urbanization has ratified the
need to expand the current electrical network generation capacity. The increasing power de-
mand has also introduced environmental, economical, and infrastructure management chal-
lenges that can not be overlooked in the future planning of electrical networks [6]. According
to a study generated by the U.S Environmental Protection Agency, the global electrical power
generation market imposes a significant share of greenhouse gas production. In more detail,
the power generation sector in the U.S was responsible for having a 27% share of the total
greenhouse gas production in 2018 [7]. According to another report by the U.S Energy In-
formation Administration, the electricity consumption in the U.S is expected to increase by
2.2% in 2021 when compared to the previous year [8]. Implying that the greenhouse gas
production by the energy production sector is expected to grow during 2021.

In other reports presented by two different organizations show the global generation shared by
various technologies. The first statistics report is published by the United Nations in 2018 [9]
while the latter is issued by the Global Wind Energy Council in 2021 [10]. In contrast, the
first report states that in the year 2015 the global energy generation sector produced a total
of 23, 672 Terawatt hour [TWh] while the second study shows a 14% increment by the year
2019, reporting a total production of energy equal to 26, 942 [TWh]. Figure 1.3illustrates
how various generation technologies contributed to the total energy production in their cor-
responding year [9] [10] . The energy generation by renewable assets incremented by a total
of 5%, while other conventional generation technologies shrunk in their total contribution.

23672 TWh 26942 TWh

Fig. 1.3: Global energy production share by generation technology - 2015 and 2019

The perceivable growth in the produced electrical energy can be associated with the grid ex-
pansion and environmental challenges in the energy production sector, these paradigms have
opened a doorway for innovative and alternative solutions that seek the resolution of these
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objections. In this sense, small scale distributed electrical networks capable of combining
and adopting alternative generation sources with a “cleaner” generation footprint and a pro-
prietary connection point to the power grid are a viable solution to overcome the challenges
of reducing the greenhouse gas emissions by the energy production sector while providing
flexibility to the expansion intricacy of the current electrical network.

The modern microgrid system is highly upheld by the rapid development of generation tech-
nologies that can harness more efficiently the energy produced by renewable assets. A study
conducted by the International Renewable Energy Agency in 2021, shows how this renewable
energy sources (RES) have grown in the global installed capacity in the past decade [11]. Fig-
ure 1.4 illustrates the growth of the globally installed renewable energy generation capacity
as the growth in specific renewable systems such as photovoltaic, hydro-power, and wind-
energy systems [11]. The study concludes that the global generation capacity by renewable
sources has grown at a yearly average of 8.6% since 2011. On the other hand, hydropower,
wind energy, and photovoltaic systems have grown on a yearly average of 2.6%, 14.4%, and
28.8% respectively.

Fig. 1.4: Global installed renewable energy capacity - from 2011 to 2020

In the particular case of Mexico, the total energy production increased in 9% from 2015 to
2020, producing a total of 338740 GWh according to the International Energy Agency [12].
Despite the foreseeable growth in Mexican energy production, the use of cola-based gen-
eration sources decreased in a 74% from 2015 to 2020, going from 33803 GWh to only
9079 GWh produced by coal-based sources. The decarbonization of the Mexican energy
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market has also impacted other nonrenewable generation sources such as the ones based on
oil consumption. Such oil-based sources have decreased in a 64% over the past 20 years,
almost 30.3% decrease every 5 years. However, other nonrenewable sources have had an
increment in their contribution to the Mexican energy market, such as the case of natural gas.
This particular nonrenewable source has had an 61% increment every 5 years, and currently,
it is responsible for 64% of the total energy production in Mexico [12].

On the other hand, renewable energy sources have also increased their generation share in the
past decades in the Mexican energy market. For instance, renewable sources such as solar
photovoltaic and wind energy have had a percentile increment of 5660% and 225% respec-
tively in the past 5 years [12] (see figure 1.5 [12]). Particularly, solar photovoltaic energy
has been a strong investment point of the Mexican electrical infrastructure. One big moti-
vator for this noticeable increment in the installed generation capacity of solar photovoltaic
(besides the decarbonization of the electrical market) has been the wide number of Mexicans
without access to the main electrical network, according to [13], almost 5 million people re-
main without electricity, where a portion is mostly settled in remote communities outside the
coverage area of the national grid system. This has pushed new Off-grid projects that seek
the resolution of the energy requirements of such isolated communities. These projects have
been mostly presented as Off-grid installations of solar photovoltaic cells, this is dude the
great compatibility with the communities landscape and geographical location.

Out of such reasons the “Creation and development of the Mexican center for innovation in
smart electrical networks and microgrids” was instituted in 2018 under the mantle of the Na-
tional Institute of Electricity and Clean Energy or INEEL, by its acronym in Spanish. Such
agreement is heavily supported by the solution of microgrids as systems that represent a bet-
ter integration of alternative generation sources to the national power management system. In
such agreement, the section PE-A-21 deals with microgrids for the electrification of isolated
communities, to develop and evaluate distributed generation technologies [14]. The main ob-
jective of such policy intend to develop a real microgrid test-bed for testing, development of
public policies, and analysis of operational and control topologies for better integration to the
national power management system. Also, those projects are intended to contribute to the de-
velopment of a platform for the modeling of microgrids under different schemes. In addition,
the project has the objective of installing clean energy sources such as photovoltaic panels
and mini-hydraulic plants in remote communities to promote the economic development of
such isolated communities.
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Fig. 1.5: Electricity Generation by source in Mexico 1990 - 2020

The annual average growth of each renewable source is directly related to other economi-
cal and geographical motives. Each asset represents a different type of investment, where
costs of the manufacturing process, transportation, installation, maintenance, and end-of-life
recycling protocols depend highly on the chosen RES. In contrast, other geographical stud-
ies are required prior to the installation of any RES. The geographical location is a crucial
factor in the performance of each RES, especially in the cases of photovoltaic and wind en-
ergy systems. It is important to mention that the provided flexibility to the power grid by
renewable assets also depends on the type of the chosen renewable generation system. For
instance, hydro-power is restricted to areas that contain rivers and bodies of water with a uni-
directional and constant flow of water. Therefore, this is the slowest growing renewable asset
with limited addition of flexibility to the power grid with a stranded growth due to limited
geographical location factors.

The provided flexibility to the power grid is a clear benefit of distributed generation systems
based on RES [15]. Photovoltaic and wind energy generation pose a greater flexibility aspect
when compared to hydro-power generation, hence, these generation systems suggest a higher
annual average increment as shown in figure 1.4. In recent years photovoltaic generation has
gained more popularity in the residential sector as some governmental programs are encour-
aging users to adopt this form of energy generation by giving tax incentives to reduce the cost
of installation [16]. Overall, the growing installation capacity of the photovoltaic system can
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be attributed to its high location flexibility, making it ideal for private consumers in residen-
tial areas that seek the benefit of a ”clean” energy generation at lower installation cost when
compared to other RES, pushing forward the development of sustainable communities.

On the other hand, wind energy systems represent the second-fastest-growing RES according
to the International Renewable Energy Agency [11], the developing interest in this ”clean”
energy generation technology can be attributed to its higher efficiency rates when compared to
other RES excluding hydro-power generation [17]. Due to its complex and high investment
cost, this generation of technology is not ideal for the private consumer. Nonetheless, its
applications are more adequate to high scale projects aimed to be part of a grid parity scheme
where ancillary services to the power grid are provided [10].

Beyond the recognized motivation of the decarbonization of the energy production sector by
adopting ”cleaner” energy generation alternatives, the grid expansion paradigms associated
with the inclusion of renewables in the power grid is still a complex topic to cover. Aspects
such as communication, control, management, storage, and distribution of the many gener-
ation and consumption assets need to be taken into consideration [18]. In contrast, a settled
power grid is restricted to urbanized areas, where high-power central plants are installed in a
centralized fashion, covering for communication, control, and management requirements in a
single entity, where, its possible expansion to remote communities can be achieved, however,
this option can be economically unfeasible. Additionally, the centralized nature of a settled
power grid can compromise the reliability of the whole network since a failure in the genera-
tion or transmission system would compromise the quality and overall reliability of electrical
power [15].

To overcome the high cost of increasing the reach and reliability levels of a centralized power
plant, especially to energy-deprived communities located in remote or difficult access areas,
while taking advantage of the high degree of flexibility that most RES possess, Off-grid instal-
lations of RES represent a viable solution to the expansion and decarbonization paradigms.
However, the mentioned communication, control, management, storage, and distribution of
these assets need to be thoroughly studied to output a competent and reliable distributed
electrical network. A direct consequence of this need is the creation of a system capable of
full-filling the above-mentioned requirements, this system is commonly known in the litera-
ture as a microgrid [19, 20, 21], which basic schematic is illustrated in figure 1.6.



CHAPTER 1. INTRODUCTION 9

Utility
Grid

Loads

Wind RES

Solar RES

ESS

Backup
Generator

MGCC
EMS

Pow
er

flow

PCC

C
o

n
tr

o
l 
S

ig
n

a
l

Fig. 1.6: Simple Microgrid schematic

Microgrid systems are expected to aid in regarding the present environmental and limited
reach problems that the present electrical network has to face towards the development of
sustainable communities. The expected ways in which a microgrid can help in solving
the mentioned paradigms are dependant on their geographical planning, arrangement, and
size [22]:

• The exploitation of locally available resources that can be used for power generation in
a distributed manner, commonly referred to as Distributed Energy Resources.

• The local consumption of the produced energy eliminates the need for transition lines,
creating distributed electrical networks that minimize the losses of transmission and
distribution lines.

• Energy Storage Systems (ESS) can be deployed to save any excess of energy production
and supply it back when needed.

• Higher supply reliability and fault isolation.

• Improved power quality thanks to local control and management of generation assets.

• Improved generation flexibility bounded to specific geographical conditions.

• Provide ancillary services to the main electrical grid, contributing to power demand as
part of the distribution system.
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Despite the type of the installed renewable generation capacity, On-grid vs Off-grid, the pre-
viously mentioned concept of a microgrid stands in either configuration. Microgrids are
formally described as a small-scale distributed electrical network formed by a cluster of Dis-
tributed Generation Units (DGUs) in the form of alternative generation technologies, with
control, management, and communication properties that contribute towards the quality of
the deliver electrical energy to a local end consumer [23, 20].

Microgrid systems can be designed to operate in either configuration, On-grid or Off-grid,
the former is commonly referred to in the literature as a grid-connected operation while the
latter is known as an island or stand-alone or island operation [24, 25, 26]. The operation
mode of the microgrid is coordinated at a unique point of connection to the grid, commonly
referred to as the Point of Common Coupling (PCC) as illustrated in figure 1.6.

Stand-alone microgrids are highly beneficial to energy-deprived communities, by relying
only on an Off-grid installation of RES the energy needs can be covered on a daily basis.
The Off-grid installation capacity of RES has increased in recent years. Figure 1.7 illustrates
the global growing behavior of the Off-grid installed renewable energy capacity from 2011 to
2020, the annual average growth is estimated to be of 9.9% for the global capacity [11]. It’s
important to notice how photovoltaic energy remains the fastest growing renewable genera-
tion technology even on an off-grid scenario with an annual average growth of 27.6% [11].

Fig. 1.7: Global installed gigawatts by RES versus the global generated GT of CO2 from
2012 to 2018
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The benefits associated with the environmental and flexible operation of Microgrids that draw
the advantages of DGUs will be decisive in the future of the electrical networks. On the other
hand, its effect as a system based on low emission sources can be determined by a large
number of factors. Thus, there are clear components that regulate the impact of Microgrids
as a distributed electrical network, such as:

• The intermittent performance of renewables with decaying efficiency points.

• The geographical location of DGU to maximize the production.

• The growing power demand in isolated communities with a fixed renewable generation
capacity.

• A seamless operation with the power grid, minimizing disturbances and contributing
to the power demand.

• Protection schemes.

• The microgrid topology

• The control and communication strategies to coordinate generation assets.

• The management and optimization of resources according to historic and prediction
models.

• The environmental and economical costs of deployment.

• The seamless transition between operating modes to maintain a reliable operation.

The improvement and innovation over the above-mentioned components play an important
role in the further modernization of the current electrical network. Certainly microgrid sys-
tems are far from a mature stage, thus, their evolution as part of the electrical generation
market will continue to adapt to the environmental and economical needs of its users. It is
essential to consider that the integration of microgrids is not an automatic environmental ben-
efit, other studies have questioned the viability of microgrids in terms of the greenhouse gas
production of its components and planning [17]. However, the decarbonization and decen-
tralization of the electrical market do play an important role in the future of these distributed
alternatives. Hence, the administration of renewables via microgrid systems is foreseen as a
beneficial and crucial building block towards the future of the electrical network [5].
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1.1.3 Microgrid as a system

Transitioning to sustainable energy systems will require that new policies and social strategies
be tailored around actions to improve the integration of technologies that allow the reduction
in the overall consumed energy while having an increasing proportion of renewable genera-
tion [27]. Energy sustainability is a concept that encompasses the technological, socioeco-
nomic, political, and social energy consumption behavior of individuals. Technologically,
the sustainability concept is described as the adoption of resource-efficient technologies that
minimize the cost of energy production regarding their environmental impact [28]. Nonethe-
less, other management aspects regarding energy production and consumption need to be
carefully revised in order to develop a holistic sustainable system.

As a consequence of having the technological and management requirements for a sustainable
system, the energy sector was forced to develop a more efficient and comprehensive way to
accomplish such a goal by the incorporation of microgrids into the established power grid.
Microgrids are commonly assumed as distributed sustainable systems capable of reducing
the environmental impact of the energy production sector [29].

However, this assumption may be erroneous depending mostly on which planning stage is
being reviewed of the whole microgrid system. The sustainability aspect of microgrids can
be severely questioned regarding the greenhouse gas emission investment of producing, de-
ploying, and recycling most of its components, basically, the life cycle Assessment needs to
be thoroughly revised as stated by [17]. On the other hand, microgrids can be comprehended
as sustainable from an operational point of view if a combination of renewable generation
and energy management techniques is applied during its service stage.

The work presented by Ibarra et [17], highlights how the manufacturing environmental im-
pact of low-level components suppose a high emission rate of greenhouse gases and in some
cases the production of harmful waste during the manufacturing process. To avoid falling
into this predicament and ensure a beneficial long term deployment of microgrid systems the
revision of the following requirements becomes essential:

• Environmental payoff time, the lifespan of individual components needs to be sufficient
to cover for their manufacturing environmental footprint.

• Generation efficiency rates, procuring a high generation efficiency by avoiding internal
or external factors that can hinder the performance of the installed generation assets.

• High environmental cost of specific components, some components such as batteries
used by ESS can be an environmental burden due to their manufacturing and disposal
protocols.
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Hence, its addition needs to be carefully revised to ensure the sustainability of the system [30,
31].

Indeed, the manufacturing environmental cost of low-level components can significantly hin-
der the sustainable reputation of RES, hence the microgrid as well. Currently, there is a lack
of studies that highlight the environmental impact of early manufacturing stages in microgrid
components, mostly, a high-level operation of microgrid management towards a sustainable
operation is reported in the literature [32, 33, 34], covering for the operational stage and the
benefits of RES. For this reason, microgrids are mostly conceptualized as sustainable systems
and a partial or total solution to the environmental challenges of the energy sector. Although
the manufacturing stage of RES in microgrids can be questioned regarding their sustainable
benefits, there is no doubt that the decarbonization of the energy sector will brighten its en-
vironmental panorama through alternative generation sources with a zero-emission rate of
greenhouse gases. For that matter, microgrids are not discarded as part of the future of a
sustainable electrical network.

It is crucial to consider that the sustainable overview of an operating microgrid depends
mostly on its operating conditions and operation modes. Microgrids can be planned in differ-
ent configurations with distinctive objectives. For instance, in a grid-connected configuration,
the microgrid can be seen as a dispatchable generation unit that reliefs some strain from the
power grid by contributing to the power demand with the possibility to have active partici-
pation in the energy market, grid-connected microgrids can be also be configured to operate
independently if any faults or disturbances are detected, this disconnection process is com-
monly known as an islanding event and widely studied due to the heavy transients that may
be introduced by an unintentional disconnection [35, 36, 37].

Lastly, autonomous or island microgrids capable of supplying the energy demand of a de-
termined set of local loads without a direct connection to the power grid and relying only
on available DGUs and energy management systems (EMS), this particular type of microgrid
plays a major role in the sustainable reputation of the whole microgrid system concept [29].

Commonly, isolated microgrids depend on fossil-fuel-based DGU to properly meet a standard
power delivery by dictating the nominal voltage and frequency levels required by the local
load [29]. According to [38], in the year 2014, 50% of the installed isolated microgrids
in Canada was based on diesel generators, causing a significant share of greenhouse gas
emission by the power requirements of isolated communities. Therefore, a growing interest
in an off-grid deployment of DGU based on renewable assets.

In this manner, isolated microgrids that typically depend on fossil generation can migrate
to ”cleaner” generation sources and curtail the greenhouse gas emission share by isolated
generation systems, pushing even forward the approval and deployment of these generation
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technologies. Nonetheless, other supervisory, intercommunication, and low-level control fac-
tors are required to properly explore the sustainable benefit of isolated microgrids, the proper
management of resources can have a significant impact on the environmental and economic
aspects behind the operation of these off-grid installations.

1.1.4 How have Microgrids been Implemented?

The flexibility behind some of the alternative generation sources based on renewable assets
has encouraged different community sectors to adopt this type of energy generation into their
current electrical scheme, certainly, the advantages that come with the investment of modern-
izing the electric energy network outweigh the capital cost in properly planned systems, these
advantages of reducing the carbon footprint, improving the operational efficiency while low-
ering the energy consumption cost with the possibility of monetizing the generated energy
through active market participation are attractive attributes behind the rapid popularization of
microgrids in different sectors.

In the beginning, microgrids were mainly used for military applications, especially in their is-
land configuration and based on diesel generators. However, other areas such as aviation, resi-
dential, academic, utility providers, public services, emergency services, and those within the
private sector seek the advantages of the emerging alternative generation sources, figure 1.8
shows the mentioned sector where microgrids tend to have a greater presence. Nonetheless,
other applications may surge as the current electrical network is shifting to cover new social
and industry needs.

Fig. 1.8: Microgrid fields of application
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More often than not, the residential and utility provider sectors are the most popular appli-
cation areas for microgrid systems, most of the academic work is focused on improving the
different control layers for a better integration or independent performance. A clear example
is the present electrical circumstances of 200 remote communities in Alaska, as a case study,
the northwest state has been dealing with an electric energy shortage in a wide number of
communities, forcing the adoption of islanded microgrids based on diesel generation sources.
This creates concern about the amount of greenhouse gas emissions and the profitable aspect
behind the diesel fuel dependency.

For that matter, the American state has endorsed the deployment of renewable-based mi-
crogrids, especially focusing on hydropower, wind energy, and photovoltaic generation to
migrate from diesel-based microgrids to RES-based facilities, also, the majority of these new
installations will be updated to be able to connect to the main electrical grid whenever the
expansion of the electrical network is achieved [39]. By taking this approach, more than
200 communities will be able to contribute to the main network power demand besides hav-
ing the ability to operate independently in the case of any disruptive events due to the harsh
geographical and meteorological conditions.

Besides the in-land microgrid facilities, other microgrid systems based on hydro-power plants
play a crucial role in the energy market of the northwestern American state. This RES ac-
counts for the second-largest generation source with a 108 Mwh rating representing 39% of
the total capacity [40]. The hydro-powered communities acquire almost 100% of their electri-
cal demand by this generation source, however, the northern part of Alaska is forced to adopt
on and off-shore wind generations and photovoltaic systems as the hydropower availability
are not optimal in the northern parts of this state.

The Alaska case has quickly developed due to the ongoing necessity of lowering energy
generation costs while improving the reliability and environmental impact of island commu-
nities. It is expected that island microgrids perform as efficiently as grid-connected systems
since there is no other alternative and the current scenario force the island operation as the
grid state standard. Currently, island systems operate under a constant power output, leading
to immediate consumption of the produced energy or diverting the excess for heat purposes.
Nonetheless, communities are slowly incorporating ESS as a way to save energy and manage
more efficiently the generation and consumption assets, more sophisticated energy manage-
ment systems are still to be implemented, these would allow greater impact on the social,
economic, and environmental aspects behind the independent electrical infrastructure of the
northwestern state.

Another robust microgrid case is the one found in a mall village in the south of Sweden, as
wind and solar generation is adopted in a microgrid system that supports a seamless discon-
nection from the main electric grid. The microgrid was built upon an established grid where a
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model predictive control-based-EMS, ESS, diesel backup, controllable loads, and secondary
sub-stations were installed to evolve into a microgrid. The installed energy management sys-
tem (EMS) is programmed to optimize the generation and consumption scheduling, balance
the power demand and regulate the system frequency. The microgrid is also built to support
planned island event, where the various grid-forming units operate under the droop control
scheme to achieve a seamless transition by matching the active and reactive power to zero
through the manipulation of the voltage and frequency references[41].

On the other hand, the work presented by [42] restates the economic and social impact of
having a resilient and reliable electricity infrastructure in the aviation industry, it is estimated
that an electrical fault that results in a partial or complete electric system failure can cause up
to a US$150 million loss in revenue. For that matter, 3.3 MW of photovoltaic generation was
installed in the San Diego international airport in 2015 to keep the airport operation online
despite sudden disconnections or disruptive events to avoid any flight cancellations or delays
in case of an electric system fault. In parallel with improving the electric system reliability,
the 3.3MW installation is estimated to save US$8 million in the energy consumption bill,
while reducing the overall carbon footprint by 3.7 Kton of CO2 per year of operation [42].

Undoubtedly, these advantages can be translated to other areas, for example in the private
sector, microgrids are used to reduce the energy consumption bill of corporate building while
helping with the green image of certain enterprises. Commercial Building microgrids can be
a great case of study on how different energy management strategies affect the performance of
a closed system. For instance, the work presented by [43] introduces a gain-scheduled-based
algorithm to implement in building microgrids to focus on the resolution of power quality is-
sues. Other approaches include the management of Heating – Ventilation - Air conditioning
systems as controllable loads to fall under a demand response management scheme [44], in
the same manner, other services can be linked to this management technique to further re-
duce consumption cost and balance the power demand of the building microgrid, commercial
refrigeration, and lighting can also be included into the demand response scheme.

Another great example of microgrid deployment is described in the project held by the Uni-
versity of California San Diego, this is a great lesson on how microgrids can fulfill the require-
ments of more than one area of application. In this particular case, an On-campus microgrid
is installed with the purpose of reducing the carbon footprint of the academic institution at a
92% rate, while providing a case study for further research and development in the different
control levels of the microgrid structure.

The On-campus microgrid is equipped with a 42 MW generation capacity and with on and
off-grid photovoltaic generation systems, multiple ESS with up to 2.7MW capacity ready
to operate under a grid-forming scheme, and a microgrid central controller that monitors
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and coordinated the operation while analyzing the reliability constraints of the system. The
communication scheme of the On-campus microgrid is established as centralized to improve
the coordination of generation and energy storage assets, as the energy market participants
speed up the return of the initial investment [45].

Lastly, areas such as emergency and public services are seen more often in hospitals, public
lighting, firefighting, and police stations as backup systems in case of any disconnection
events, although their applications are more towards the dynamics of an uninterruptible power
supply based mainly on diesel generators and ESS, their management and operation should
be considered with int the microgrid realm. It is important to notice that most of the already
implemented systems obey a typical and safe infrastructure, from the communication to the
control aspect.

This can be attributed that most of the microgrid deployed projects are to cover the electrical
need of isolated or poorly connected communities, therefore a high level of reliability with
low risk is required, as in the case of the northern part of Alaska. On the other hand, a
heavily integrated system with grid-forming, grid-feeding, and grid-supporting units can also
be deployed in communities with lower dependency and risks, as the microgrids are built
over an established grid and not built from the ground up, as in the case of the small village
in Sweden.

These two examples are a great set point for microgrid planning and deployment, where
these systems can be either prepared from scratch or build over the electric grid, the for-
mer approach fits a specific and future energy requirements of an isolated community in a
project plan that contemplates the geographical condition, energy consumption rates, ideal
generation agents, among other crucial factors. The latter approach promotes the installation
of household photovoltaic systems among other distributed generation sources to moderate
the energy supply by the main grid, slowly modernizing the electrical network. Nonetheless,
other challenges remain as the microgrids should be contemplated as building blocks on a
future Smartgrid, connectivity, communication, control, and management are regulated fac-
tors in today’s microgrids infrastructure, but these can fall short in expectations on how the
Smartgrid will be developed in a not so distant future.

1.2 Problem statement

As mentioned, the integration of alternative generation sources at the power grid’s distribu-
tion level has led to new challenges in the electrical network’s control, communication, and
management areas. Indeed, availing of local resources comes with added complexity and
requires coordination mechanisms to ensure their effective integration, such as the microgrid.
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Microgrids add flexibility since their operation is not restricted to a permanent connection
to the primary power grid; they can act independently in what is known as island operation.
However, switching between operating modes implies varying dynamics and dealing with a
”weaker” network when disconnected by the primary power grid.

In recent years multiple microgrid studies have been performed to understand and improve
certain areas of interest in the microgrid system. A particular area of interest is the transition
between operating modes in the microgrid, research in this area focuses on mitigating possi-
ble transients introduced to the microgrid’s energy bus due to transition events, mainly when
shifting from a connected to an autonomous operation [46, 47, 48]. Most of the research
dedicated to achieving seamless transition resorts to the development of control techniques
for the interfaced power electronic devices in combination with islanding detection algo-
rithms [24, 49].

As reviewed from previews microgrid implementations, these systems are mostly planned to
operate in a cooperative fashion with the main grid in an independent manner in case of an
intentional or unintentional disconnection. In either case, microgrid systems that are planned
to support both operating modes must have a mechanism that detects such disconnection
events [50]. However, an unintentional disconnection would force an island operating state,
potentially introducing harmful transients and degrading power quality. It is then essential to
detect the islanding events within the microgrid to trigger ancillary services and exert com-
pensating actions [51]. Nonetheless, DGUs are distributed and the microgrid is expected
to integrate DGUs and other electrical agents in a plug and play fashion. A changing, vari-
able, and spread microgrid poses severe challenges to a typical communications approach.
Therefore, there is a need for distributed island detection algorithms.

On the other hand, the performance of these control-based solutions is dependent on the right
design or tuning of the controller’s gains. In most cases, these tasks are not straightforward,
where an erroneous tuning of these controllers gains can lead to a deficiency in the power
electronic device’s controller performance; this deficiency can be translated to an increment
the injected Total Harmonic Distortion (THD) to the microgrid’s energy bus due to the tran-
sition effect over the switching devices within the power electric converter. The harmonic
content at the output side of the interfaced power electronic device can be mitigated by im-
plementing LC filters. Therefore, the effect of the transition in the filter performance needs
to be analyzed since most of the literature takes for granted the attenuation of harmonics dur-
ing and after transition events with the originally calculated filter parameters. This causes a
clear problem in the selection of the filter parameters for such transition events. Hence, the
development of a tuning methodology capable of obtaining the right set of parameters for the
LC filter for a transition event can improve the performance of the microgrid whenever an
unintentional disconnection event occurs
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1.3 Justification

In the case of island detection algorithms, these can be classified as (i) remote detection
methods (RDM), (ii) passive detection methods (PDM), and (iii) active detection meth-
ods (ADM) [52]. RDMs are typically based on supervisory control techniques, relying on
communication infrastructure. Then, some of their main disadvantages are the communica-
tion latency and interference, happening in power-line-based methods [53]. PDMs monitor
electrical variables at the PCC [52] to create a tripping signal according to predefined thresh-
olds [54]. As the signal must be shared across the microgrid, PDMs typically imply the need
and disadvantages of communication infrastructure. Finally, ADMs operate at individual
DGUs introducing minor electrical disturbances to the grid, analyzing the response, and de-
termining its operational state [55]. The main drawback is the degradation of power quality
due to the introduced electrical disturbances and the late response depending on the electric
disturbance. Also, multiple interacting DGUs may interfere with each other [56].

It is important to mention that PDMs and ADMs are considered as local detection tech-
niques [57] due to the continuous monitoring and analysis of “local” electrical variables such
as voltage, frequency, active and reactive power. However, this technique can not operate
along with the distributed nature of microgrids, requiring a certain level of communication
or by having interfering paradigms in multi-participating DGU under the same ADM. This
communication dependency of RDMs and PDMs limits the expandability of the distributed
electrical network and can be considered a target for cyber-attacks, adding security concerns
to the islanding mechanism, putting at risk the operability of the microgrid during transition
events. While the pollutant nature of ADMs degrades the delivered power quality of the grid,
especially if a large number of DGU is operating under the same contamination principle.
In addition to that, these methods are not fully independent and rely mostly on a near com-
munication link between different contributing agents, usually called neighbor to neighbor
communication.

For that matter, a locally driven islanding detection algorithm is one of the main contribu-
tions of this work. The developed algorithms work on local and available measurements that
can be found within the primary controllers of the microgrid. The purpose of a local detec-
tion method is to eradicate the shortcomings of communication-based techniques and other
invasive and pollutant island detection algorithms.

On the other hand, microgrids with a high penetration number of RES incorporate these al-
ternative generation units through Power Converters (PCs) in the form of DGU [58]. PCs are
power electronics switching devices with the objective of regulating the produced energy to
a single voltage and frequency reference value. Microgrids that include Photo-voltaic (PV)
energy generation and ESS resort to Voltage Source Inverters (VSI) to transform a DC volt-
age input to a regulated AC voltage output with a nominal frequency [59]. VSIs are power
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devices with high energy conversion efficiency. Nonetheless, by cause of the high switching
frequencies the voltage and current output may contain harmful harmonics especially during
transition events when the microgrid switches from a connected to an independent opera-
tion [60], resulting in unsafe operating conditions for the connected loads despite the high
efficiency of the PCs. A low-pass filter equipped between the output side of the VSI and the
loads can attenuate the injection of harmful harmonics caused by the high switching frequen-
cies [61]. Despite that, the equipped low-pass filter can lead to a short time higher harmonic
injection during transition events if its components are not properly obtained.

In that context, one of the main contributions of this work is the development of a tuning
methodology capable of obtaining the right set of parameters for the LC filter for a transi-
tion event. The outcome of the proposed methodology can improve the performance of the
microgrid during such events. This work optimizes the LC output parameters with respect to
the size of the filter components, the IEEE Std 519-2014, and bandwidth of the filter, within
a bounded region of values subjected to performance conditions such as voltage output, and
the produced THD measurements during the transition from a connected to an autonomous
operation.

1.4 Research question and hypothesis

To drive this research, the following research questions are formulated:

What is the relationship between low-level electrical variables available to particular DGUs
and the detection of islanding conditions in a microgrid system?

What is the impact of the output LC filter in the attenuation of the total harmonic injection
during a transition event?

To answer the research question, the following hypotheses are defined:

The low-level electrical variables that can be measured locally within the scope of a single
DGU can be linked to individual droop characteristics, in a connected state the droop char-
acteristics are understood as “stiff” since their dynamics are driven by the main electrical
network. However, the same droop characteristics can morph into a “weak” state due to the
same disconnection event. In this sense, by implementing an algorithm capable of monitor-
ing the individual electrical variables to compute the describing droop characteristics it is
possible to obtain the global operating status of the microgrid in a local fashion, avoiding
the shortcoming of communication-based techniques and invasive methods.
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Since a wide range of filter, parameters can be selected or obtained through conventional
design procedures, and operational region for different combinations of the LC filter param-
eters can be obtained, this operational region can be then evaluated against the desired cost
function during transition events to find the optimal value for the interfaced LC filter.

1.5 Proposed Solution

This work presents a different approach in the task of attenuating the injected THD by a grid-
supporting VSI in a microgrid’s bus during and after a transition event between connected
and an autonomous operation while meeting the IEEE Std 519-1992 and IEEE Std 519-2014
standards on harmonic voltage distortion. This approach consists of finding an optimized set
of LC filter parameters within a bounded region of values that guarantee the desired perfor-
mance during and after the transition event. The optimization process is done using genetic
algorithms due to its natural selection and classic evolutionary optimization nature, with re-
spect to the size of the filter components, the THD during and after a transition event, and the
bandwidth of the filter since this attribute eliminates the lowest order harmonics of the output
voltage waveform of the VSI.

The proposed optimization of the LC filter, aids in the delivered quality of the electrical
energy by reducing the amount of injected harmonics during and after the transition event,
while maintaining the harmonic injection levels to an allowed standard in a connected state
of the microgrid. This proposal is referred to as system independent because it uses local
data from the primary control layer to obtain the optimal LC filter parameters, this is possible
because there is no need for a reconfiguration of the Microgrid Central Controller since there
is no linkage between the primary control layer and the Microgrid Central Controller [62]. In
other words, the filter performance and the used local data employed during the optimization
process are independent of the Microgrid Central Controller. The evaluation of the system is
done in a modified version of the IEEE 13 node test feeder.

Overall, DGUs are expected to operate independently within a microgrid under a distributed
approach. Their management is desired to be decentralized, not relying on a communication
layer or a central controller. Therefore, a passive detection algorithm is proposed in this work,
operating over local DGU variables only. Specifically, the proposed algorithm analyzes the
power-frequency ratio deviations at the DGU terminals without inserting disturbances to the
grid. Opposed to the reviewed literature, this algorithm does not require a communication
network or a secondary verifying system, interacting directly with its associated DGU and
acquiring measurements directly from the DGU’s outputs. Out of this, the proposal does not
imply adding devices but adding a software module to the DGU controller, avoiding increased
costs or maintenance.
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Such a distributed approach eradicates the need for communicating a tripping signal, as each
generating unit would make the same detection independently. In doing so, the cost of new
communication lines can be saved, and plug-and-play features can be availed in future micro-
grid implementations. In addition, since the proposed method does not inject any electrical
disturbance to the grid, it is possible to have multiple DGUs operating under the same island
detection mechanism without major concerns regarding the interference between each other.

1.6 Objectives

Indeed, one of the biggest advantages and attracting factors behind the deployment of micro-
grids is the possibility of transitioning from a connection to an autonomous operation in a
seamless manner. The transition can between operating modes is acknowledged by islanding
detection algorithms, where their main task is to inform the state of the grid to rapidly ad-
just any countering measurements to the transition effects. On the other hand, other parts of
the generation system, such as the output LC filter, can contribute to attenuating the harmful
transients caused by such disconnection event.

In such context, the objectives of this work can be listed as follows:

• Develop a distributed islanding detection algorithm that locally estimates the droop
characteristics of a DGU.

• Detecting disconnection event by monitoring the rate of change of the estimated droop
characteristics.

• Validate through simulation the proposed distributed islanding detection algorithm

• Validate the dynamic consistency of the island detection proposal by having a Real-
Time Hardware-in-the-Loop implementation.

• Analyze the region of operation of an interfaced LC filter during transition events in
the microgrid model.

• Optimize through the implementation of the genetic algorithm the LC filter parameters
for transition events.
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Chapter 2

Theoretical framework

2.1 Microgrid Management Architecture

To overcome the control and management problems the microgrid hierarchical control ar-
chitectures is widely suited [63], this architecture divides the microgrid control and commu-
nication objectives in three different levels: (i) primary level, in charge of an even power
distribution among the interconnected DGU while regulating the delivered voltage and fre-
quency, its operation is done using only local measurements without a communication link to
other control layers; (ii) secondary layer, counters the possible voltage and frequency devi-
ations produced by the primary layer by introducing a secondary control term in the power-
sharing controllers, its operation is commonly dictated by the tertiary control layer using
global variables of the microgrid system; and (iii) tertiary layer, the management of genera-
tion and storage agents, these are regulated to assure an efficient power flow in the microgrid
following a desired economical or generation objective-driven mainly by the Microgrid Cen-
tral Controller (MGCC) and EMS [64]. The aforementioned control layers are illustrated in
figure 2.1.

The communication infrastructure also dictates the degree of intelligence of microgrid sys-
tems, by choosing an adequate communication technology, the microgrid system can be
future-proofed and be integrated more easily in the future electrical network schematic [65].
Communication has become an essential component in the operation of microgrids and elec-
trical systems. As mentioned, the communication requirements of a microgrid are dependent
on a specific hierarchical control level. This is attributed to the diverse reaction time require-
ments of each control layer.

24
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Fig. 2.1: Hierarchical control architecture

In the past, primary controllers had a master-slave configuration, where generation sources
were connected in a parallel fashion and transmitting data from the slaves to the master gener-
ator to level the power output of each generation source, although this configuration achieved
high power-sharing efficiency, it was limited to high-bandwidths, creating flexibility and sta-
bility paradigms, especially in microgrid with a high penetration of renewables. For that
matter, communication-less or localized power-sharing techniques were developed, eliminat-
ing one communication layer dependency, thus, making a more stable, reliable, and flexible
system.

Since the primary controllers are embedded within each DGU, its data transfer actions are
done locally, meaning that there is no interaction or a direct data exchange with other control
layers within the hierarchical architecture. Its localized communication feature facilities its
communication requirements where these can be covered by conventional technologies such
as optical fiber and twisted-pair cables, however, these technologies are required to be suitable
for the fast processes timing required by the voltage and frequency regulation actions. It
is required that the chosen communication technology for primary controller applications
be fast and reliable as most of the exchanged data in this control layer are essential and
critical for a safe and sustainable operation of the microgrid. According to the IEEE 2030.07
standard [66], the response time for immediate actions, protection, and low-level control
should stay within the micro-second realm [65].

The secondary controllers are the link between the primary control layer and the tertiary con-
trollers, thus, its communication requirements are the highest of all three layers. One of the
major setbacks of communication requirements for the secondary controllers includes the de-
lay introduced by the data exchange among different components across the communication
network [67], especially if a low-level variable adjustment is commanded from the tertiary to
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the primary level.

Communication delays can degrade the performance of the different control layers and can be
caused by a collision between different data sets inside the same communication line, creating
waiting time delays and the need for transmission retry mechanisms in the communication
protocols. Moreover, simple and multiple data packet transmissions also represent an issue
regarding the limit in the data package size and the delay between data sets respectively,
causing a partial decision-making process for the controller actions hindering the suitable
performance of the microgrid system. The secondary controller communication link goes to
all contributing agents, the linkage configuration has been demonstrated to have an important
role in the performance of the secondary control actions.

Commonly, secondary controllers are implemented using wired communication technologies,
due to the high priority in data transfer fidelity and low latency rates, optical fiber and twisted
pairs being the most common technologies for this implementation. However, due to the
recent advancement and growth in wireless technologies, wireless networks have been an
attractive alternative due to the increased flexibility and low scalability costs [68]. Despite
the selected communication infrastructure, the reaction time for secondary control actions
such as messaging reference offsets, synchronizing power-sharing capabilities, and control
must remain under the sub-second realm according to the IEEE 2030.07 [66].

Lastly, the tertiary controller communication requirements are more flexible in how the data
is transmitted and the speed at which it is required. The required action time for the tertiary
layer is in the range of a few minutes or even days, depending on the selected management
and operation strategies. The slow action time allows the integration of other wired and wire-
less communication technologies such as Power Line Communication, ZigBee, Bluetooth,
Cellular signal, and Long Range communication links. Most of these commutation tech-
nologies offer a lower implementation cost while adding flexibility to the communication
infrastructure. Nonetheless, other technologies such as Cellular signals are more adequate
for urban microgrid implementations rather than isolated applications, this is due to the cov-
erage area restrictions especially in emerging technologies such as 5G cellular networks [65].

Since microgrids are known for having a vast number of internal and external variables that
can benefit or impede optimal performance. Appropriate control and operation objectives
must be carefully selected according to numerous components that can be found within the
microgrid’s architecture [69]. The previews statement corroborates that, microgrids can not
be enclosed in a single definition, their configuration is unique and specific for every system.
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This leads to the idea that obtaining a generic model for all microgrids is an unfeasible task to
achieve. However, by having a generic monitoring system capable of acquiring and present-
ing global information regarding the many operational aspects of the microgrid, including
whether the microgrid is operating in an island or grid-connected state, all decision-making
actions can be simplified despite the chosen system configuration. This assures a safe and
cost-effective operation without major concerns about the model of the microgrid [21].

Current proposals on islanding detection algorithms can be located mostly at the tertiary level
within the microgrid’s hierarchical control architecture. Since RDM bases their operation on
having a fixed communication infrastructure and PDM require an internal communication
network, it would result advantageous to have the receiving end of the communication link
that outputs an islanding signal to a higher control and management level [70]. In this sense,
RDMs and PDMs can be allocated within other management strategies of the microgrid.

On the other hand, primary and secondary control layers are in charge of having a standard-
ized voltage and frequency output and an ever power distribution by the multiple alternative
generation units found in a microgrid system, these layers summarize the control efforts re-
garding the quality of the delivered electrical energy. Since the power quality can be managed
by these control layers, ADM is placed within these levels of the hierarchical control architec-
ture, by modifying references of electrical signals to introduce minor electrical disturbances
to the grid. However, in most cases, the performance of the primary and secondary controllers
depends on the model accuracy of the microgrid and/or a specific microgrid configuration.
Therefore, ADMs can suffer from a sub-optimal operation depending on the employed micro-
grid configuration, especially since multiple ADMs can interfere with each other. Therefore,
extensive pre-studies contemplating the type of generations and consumption agents that are
to be connected to the microgrids main bus need to be taken into consideration to correctly
obtain a specific model and assure the correct operation of the many management strategies
that depend on the right operation of primary and secondary controllers.

2.1.1 Energy Management Systems

Since microgrids are considered unique for each implementation, there is a requirement for
generic management strategies that can cope with the management task regardless of the
microgrid’s architecture. These generic management strategies can be included in the EMS
concept, which represents a collective solution to the operational management paradigm of
these systems. EMS is in charge of manipulating the available controllable agents according
to recommendations given by a management model that can contemplate consumption and
generation forecasts obtained through the study and analysis of energy market fluctuations,
time of use tariff profiles, and historical weather information. This allows for a wider view of
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the current and future external variables that affect the optimal operation of microgrids. How-
ever, these management models also collect information from the consumption, generation,
and energy storage through an Advanced Meter Infrastructure, this action updates the model-
ing process and improves the decision-making action, adapting to the individual nature of the
microgrid and optimizing its performance according to desired economic or environmental
objectives.

In essence and from a global management perspective, EMS operation objectives as a high-
level controller should:

• Optimize the grid’s power flow.

• Forecast the operating conditions of RES based on geographical weather data.

• Have a dynamic consumption, and energy exchange plan according to pricing schemes.

• Monitor the State of Charge (SoC) of distributed ESS.

• Create load profiles that model the power demand behavior to manage more efficiently
the various assets.

Overall, EMS should seek global benefits contemplating the above-mentioned objectives to
ensure long-term sustainability.

Although the global objective of EMS remains similar for every system, different manage-
ment techniques have been proposed in the literature. For example, the work presented
by [71] deals with the optimization of the demand side consummation, this alone falls in
a popular management strategy known as Demand Side Management (DSM). DSM strate-
gies have the advantage of controlling the power demand through controllable loads to avoid
under and over-generation scenarios that could potentially hinder the delivered voltage and
frequency levels by the DGU. These scenarios are illustrated in figure 2.2. DMS can be
further categorized according to different objectives such as (i) energy efficiency; (ii) time
of use; (iii) Demand Response (DR); and (iv) spinning reserve. Also, DSM can be carried
out by active participation of the users, increasing the user awareness over how the electrical
energy is being used and the running consumption tariffs.
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Fig. 2.2: Under and over frequency scenarios

Depending on the applied strategy the consumer can become a crucial factor in the manage-
ment of the generated and consumed energy, some strategies aim to inform the user about
their energy consumption to directly endorse the correction of consumption habits, alterna-
tive strategies promote an upgrade on the many house appliances to more energy-efficient
systems, while other strategies aim towards the awareness of the energy pricing, the pricing
of consumed energy can be fixed or dynamic, the former sticks to a pricing plan where the
cost of energy is higher or lower depending on specific periods time along the day, while
the latter, changes according to consummations peak hours and available energy, increasing
the pricing on a peak demand scenario to motivate the users to cut on their energy consump-
tion, both strategies aim toward educating the consumer in how and when is best to consume
energy [72].

Alternatively, strategies based on energy efficiency deal directly with the operational effi-
ciency of electrical devices within houses and buildings, since this strategy compares the
performance of new to old devices it helps to create consciousness on the savings that can
occur if the outdated devices are switched to more energy-efficient alternatives, i.e, switch-
ing from old HVAC system to new one. Also, structural modification can be suggested to
the users to improve the thermal efficiency of spaces, as the thermal variable plays a crucial
role in the energy efficiency reputation of buildings, especially on seasons with a high use
intensity [71].

On the other hand, demand response and spinning reserve strategies act over defined schemes
and have little to no interaction with the user. Demand response can act upon pricing rates,
emergency, and control signals, resulting in an automated behavior of how electrical energy
is consumed. On the other hand, spinning reserve techniques deal with electrical variables
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like the active power delivery and frequency levels to regulate the quality of the delivered
energy and maintain an adequate level of supply reliability [73], this strategy allows a more
autonomous behavior while still pursuing sustainable and economic benefits of autonomous
microgrids from the consumer side. In fact, the last two strategies are adequate for island
systems as agreed by [74] and [75].

As a result of the DSM strategies, another EMS has been proposed by considering other
system variables such as the operational forecast of renewables, the SoC behind dispatch-
able ESS, the power output limits, generation type, power balance, power flow, operation
conditions, and pollutant emissions. These variables are often part of a bigger scheme-driven
high-level strategy i.e, fuzzy logic, game theory, scheduling, unit commitment, optimal power
flow, and predictive control-based methods can be found in the literature.

Nonetheless, current trends indicate the application of Artificial Intelligence-based Meth-
ods (AIbM), the incorporating of these would allow machine learning strategies to be applied
in predictive planning and optimization of processes in EMS [76]. As a result, tailored man-
agement strategies can be obtained with more precision at an individual and global level in
comparison when antique constrained rule-based strategies were the main algorithms formu-
lating its operation [77].

In fact, it is expected that the EMS ecosystem will encounter a bigger integration of AIbM,
these would improve the flexibility of current DSM strategies, especially those that rely on
the energy consumption habits of the consumers. In a recent case, the project known as
Google DeepMind developed by Google in 2019, applies a machine learning-based method
to an EMS in charge of Google’s energy usage, the results indicate that the AIbM is was able
to reduce in 15% its power consumption [78].

With this case in mind, it is clear to see how AI will benefit the electricity system, improving
consumption and grid management. AI will play an important role in the future of electri-
cal systems, by changing the way the consumer interacts on daily basis with the power grid,
making generation, consumption, and exchange processes more efficient and helping to de-
fine the microgrid as a dispatchable generation system and as a building block towards the
future electrical network.

Alternatively to global management strategies, EMS also play a crucial role at the electrical
level, the purpose of an EMS is to maintain an electrical balance between the generated and
the consumed energy, this can be achieved in different ways, by managing the generation lev-
els of the available DGUs, by having controllable loads that can impact the microgrid’s power
demand, by having ESS capable of reserving or liberating electrical energy on command, and
by having active participation with the main grid through power exchange strategies [21].



CHAPTER 2. THEORETICAL FRAMEWORK 31

It is important to notice that in cases where the microgrid is operating without the connection
to the main grid, EMS becomes a critical aspect for the right operation. While operating in
island conditions, EMS is required to deal with the management of low-level controllers, by
way of explanation, EMS in autonomous microgrids should [79]:

• Balance the power generation.

• Respond in an agile manner to any disturbances.

• Manage the charging and discharging schedules of distributed ESS.

Overall, the presence of a large number of generation and consumption agents, each with
unique dynamic behavior, and the lack of direct connection to the power grid causes an
increased sensibility to electrical disturbances. Hence, EMS is a crucial component required
to maintain the nominal quality levels of the delivered energy [79]. Therefore, it is crucial to
integrate island detection strategies to facilitate the regulating task of EMS in an island state
of the microgrid.

2.2 Microgrid Operating Modes

As perceived from the different control levels of the microgrid, island detection algorithms
such as RDMs and PDMs operate with global electrical variables rather than low-level control
electrical measurements. Thus, to achieve a distributed island detection strategy, it is imper-
ative to understand the operation of basic structures behind primary controllers. The main
objective behind the primary controller’s implementation is the delivery of nominal voltage
and frequency levels. Primary controllers are commonly categorized according to the role
of their governed generation unit, and according to the literature, three main primary control
operation modes can be found within the microgrid system, these are categorized in:

• Grid-connected mode

• Island mode

• Grid-supporting

2.2.1 Grid-connected

Grid-Feeding control

Grid-connected control is commonly referred to in the literature as a grid-feeding control
strategy, where the main objective is to follow the commanded references of voltage and
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frequency from the power grid. This control strategy is only used during a grid-connected
operation of the microgrid or in cases where stiff voltage and frequency references are found
within the microgrid system.

In this configuration, it is crucial to denote that all grid-feeding units should be perfectly syn-
chronized with the dominant ac voltage values to accurately regulate the active and reactive
power exchange between the microgrid and the main grid [80]. Additionally, the delivered
voltage and frequency by grid-feeding units can be regulated by high-level controllers ac-
cording to desired power management strategies. Figure 2.4 shows the basic control block
behind this operating mode.
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Fig. 2.3: Simple control schematic, Grid-feeding

where the power control block has active and reactive power references as inputs, commonly
dictated by a higher controller layer. Then, the reference signals are fed forward to an in-
ner current control loop to regulate the injected current by the governed DGU. In the most
basic control structure, the current control loop compares the current reference signals in a
synchronous reference frame obtained through equation (2.1).

i∗d =
P ∗

Vd

(2.1)

i∗q =
Q∗

Vd

where P ∗ and Q∗ are the active and reactive power references respectively, and i∗d and i∗q are
the current references for the inner current control loop.

Then, the current references in their dq notations are compared to the measured current val-
ues in the output side of the DGU. The difference between such values is then the input of a
linear controller. The most common implementation for linear current control is based on the
conventional PI or PID controllers, these controllers are set to operate along with a dq refer-
ence frame by transforming the three-phase voltage and current signals to their synchronous
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reference frame equivalents [80]. The transformation from the natural to the synchronous
reference frame is achieved by means of the Park transformation (see Appendix A), these
transformations facilitate the control task, thus linear controllers can be implemented [80].

The output of the linear controllers is then inversely transformed from a synchronous refer-
ence frame to the natural reference frame, that is from dq to an abc notation. Afterward, the
signal is then the input for a pulse-wide modulation technique to generate the gate signals
that drive the switching power electronic deceives.

The high-level control of grid-feeding units regulates the programmed active and reactive
references, usually managed by power plant controllers or maximum power point tracking
strategies. This characteristic makes this control strategy ideal for a parallel operation of
multiple grid-feeding units since the power output references can be easily balanced through
high-level management systems. Nonetheless, grid-feeding units can not operate in an is-
land scenario without other energy generation agents capable of providing a stiff voltage
and frequency reference, therefore, grid-forming units or diesel-based generation units are
commonly planned to operate alongside grid-feeding units.

2.2.2 Island mode

When the unique connection point between the microgrid and the power grid is open, the
microgrid operation mode changes to an autonomous or island operation. This particular state
of the microgrid has many challenges associated with its efficient control and management
of resources. Particularly, the loss of a stiff reference of voltage and frequency causes control
paradigms around the independent regulation of these crucial variables. Control strategies
around the island mode are constructed with the objective of maintaining nominal voltage
and frequency levels despite system imperfections such as non-linear loads, unbalanced load
systems, and the intermittent nature of RES.

Grid-Forming control

Island-mode strategies control are commonly studied as grid-forming controllers, this type
of control is capable of following its given voltage and frequency references since these are
lost in an autonomous operation. Specifically, grid-forming control is highly susceptible to
parameter variations and low-level electrical disturbances. This generates stability paradigms
that could potentially lead to sub-optimal performance of the generation units. Hence, it is
crucial to have properly tuned controllers or adopt a control technique capable of minimiz-
ing the hindering effect of these undesired scenarios. Figure 2.3 shows the basic control
schematic for grid-forming units.
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Fig. 2.4: Simple control schematic, Grid-forming

The illustrated voltage control bock is formed by two control loops in a cascade fashion,
the first control loop is known as an external voltage control loop, while the latter is mostly
reefed as the inner current control loop [80]. The input of an external voltage control block
is the voltage and frequency references commonly dictated by the main grid. The measured
voltage and current at the end side of the DGU are also an input of the voltage control bock.
A reference frame transformation (see Appendix A) is used to obtain the dq components
of the voltage reference and the measured voltage and current. The dq components of the
voltage references are compared to the measured voltage values in the dq form, the resultant
difference is then the input of a linear controller (commonly PI controllers) for each of the
synchronous reference frame components, the output of such controllers is labeled as the
current references in the dq notation for the inner current control loop. Subsequently, these
current references are compared to the measured current values and the resultant difference is
then the input of the second liner control layer. Finally, the output of the second control layer
is transformed back to an abc notation to function as the input of the modulation technique to
drive the power electronic devices.

It is important to mention that the high sensitivity associated with grid-forming units creates
a requirement for highly accurate system synchronization to avoid any phase, frequency, or
amplitude mismatches. This is particularly crucial in systems with multiple grid-forming
units operating under a parallel scheme. This mode of operation is commonly coupled with
systems that supply a constant DC voltage output to reduce the uncertainty of having a vari-
able input source such as photovoltaic, and energy storage systems. However, this is not
always the best alternative, especially since the performance of photovoltaic arrays is known
to be dependent on weather conditions. For that matter, grid-forming units are better paired
for energy storage systems where the constant DC output can be guaranteed, this results in
a stable delivery of voltage and frequency values. Grid-forming units can also adopt linear
controllers such as PI and PID, these controllers can also operate along with the dq reference
frame.
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Grid-Supporting control

Lastly, the supporting mode configuration falls under the grid-supporting control defini-
tion. The objective of grid supporting controllers is to act as an Uninterruptible Power
Source (UPS), this is to regulate the voltage and frequency values of the microgrid without
major concerns about the operation mode. In this case, grid-supporting controllers are found
to be suitable in either configuration of the microgrid, grid-connected, or island operation.
In addition to the bi-functionality of grid-supporting units, other advantages surrounding this
strategy make it ideal for microgrid applications.

For example, this strategy contemplates the delivered active and reactive power as a func-
tion of the voltage and frequency values, meaning that in a parallel operation of multiple
grid-supporting units, even power distribution can be achieved without the intervention of a
high-level controller, accomplishing “communication-less” primary level power-sharing con-
trollers.

Furthermore, grid-supporting units can be configured to function as current or voltage sources.
The latter must be connected through a physical or virtually emulated link impedance, this
allows to mimic the dynamics of synchronous generators to properly compensate for the ac-
tive and reactive power delivery. On the other hand, the former configuration allows the
regulation of the delivered voltage and frequency values in either configuration of the micro-
grid, this is done as a regulatory service to adjust the delivered power by other generation
units. Figure 2.5 shows the basic control scheme for a grid-supporting unit acting as a current
source, while figure 2.6 shows the basic control scheme for a grid-supporting unit acting as a
voltage source.
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Fig. 2.5: Simple control schematic, Grid-Supporting as a current source
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Fig. 2.6: Simple control schematic, Grid-Supporting as a voltage source

These control strategies can be divided into three states. The first sage is the principles of
droop control (more details in regards to this control strategy are given in a future section of
this Chapter). The second third stages are different for each of the presented strategies, where
the former (illustrated in figure 2.5) is formed by the power control and current control loops
of a grid-feeding unit, while the latter (illustrated in figure 2.6) is formed by the external
voltage control loop and the inner current control loops of the grid-forming strategy. In
a sense, what makes a grid-supporting unit is the addition of droop control strategies that
output the required active and reactive power references for the former strategy as the voltage
and frequency references for the latter case.

Certainly, the advantages of grid-supporting units make this mode of operation attractive for
microgrid applications. By being able to operate in both modes of operation, their implemen-
tation can soften the harsh effect of disconnection events and improve the seamless transitions
between modes of operation [80]. For that matter, grid-supporting units are one of the most
commonly researched operation modes in the literature as power controllers, the provided
ancillary and regulatory services are attractive characteristics in the pursuit of more efficient,
autonomous, and sustainable microgrids.

2.3 LC Filter

To attenuate the harmonic injection, an LC filter is usually connected between the VSI out-
put and the loads, by this implementation, the reduction of the harmonics generated by the
high switching frequencies of the PWM technique and the nonlinear load characteristics is
accomplished in the voltage waveform [81, 82]. When compared to a conventional L filter,
the LC filter provides better attenuation to high-frequency harmonics [83] and exhibits an
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improved dynamic performance. Nevertheless, LCL filters are also a good alternative to L
and LC filters, LCL filters have a better overall performance as reviewed in [60].

Nonetheless, LCL filters increase the complexity of the system, resulting in a more convo-
luted model slowing down the design procedure. Thanks to the literature, the procedure of
how to design the filter parameters according to different criteria is well-known [84]. Despite
the chosen filter architecture, the IEEE standards on harmonic voltage distortion for electrical
systems IEEE Std 519-1992 and IEEE Std 519-2014 need to be fulfilled to ensure a proper
microgrid operation with a THD limit of 5% and limit of 12% THD over a maximum period
of 3 seconds respectively.

Both standards highlight the recommended operation and qualifications for harmonic control
in the field of electrical power systems. However, the standard IEEE Std 519-1992 clari-
fies the consumers’ harmonic voltage distortion limit at the PCC, this being 5% for general
systems and 3% for special applications including hospitals and airports. This standard rec-
ognizes the obligation of the generations agents to supply the loads with resembling pure
sinusoidal voltage waves[85].

On the other hand, a description and border setting in real-life applications is exposed in the
standard IEEE Std 519-2014 [86], it is stated that the maximum allowed THD measurement
per day should be less than 1.5 times the THD limit of 8.0%, meaning that a maximum of
12% THD is allowed for periods shorter than 3 seconds. Overall, the latter restates the col-
laborative obligation involving both consumption and generation agents, to maintain the rec-
ommended harmonic limits for voltages and currents within the electrical power systems[85].

2.3.1 LC filter Analysis

When working with VSI one of the main concerns is frequency regulation and pure sinusoidal
voltage and current waveform at the output side of the PC. The harmonic distortion of the
output voltages of a VSI depends on the parameters of the LC filter. By traditional methods,
the attenuation of the VSI switching frequencies depends on the cutoff frequency of the filter,
a smaller cutoff frequency results in a greater voltage ripple attenuation. In relation, the
bandwidth of the filter has a similar impact on the voltage ripple attenuation. A high LC
filter bandwidth can result in lower attenuation. Figure 2.7a shows the effect of different LC
filter bandwidths applied to the three-phase voltage output of a VSI, this effect is also studied
in [87].
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Fig. 2.7: Bandwidth effect over a VSI three-phase voltage output

The Voltage signals in figure 2.7a go through different LC filters with different bandwidths,
figure 2.7b illustrates the effect of different filters applied to the voltage signals A, B, C, and
D. The smaller bandwidth results in a better attenuation of the voltage ripple. However, a
small bandwidth can have negative effects on the overall voltage output signal of the VSI, by
over attenuating the voltage signal and causing a slower VSI response to any disturbance.

2.4 Microgrid Power Control

The holistic performance of power-control actions can be divided into two different control
layers. The primary and secondary layers as seen in the hierarchical control architecture. In
these two layers, each controller has a different level of manipulation of microgrid variables
and communication requirements. First, the primary controller’s performance depends only
on a direct manipulation of electrical variables found at a distribution low-level, i.e., delivered
voltage, frequency, active, and reactive power. This layer allows a proper interconnection
between the DGUs and the electrical grid, and grants a regulated power exchange between
generation sources within an independent microgrid system.

The interconnection is achieved through power electronic devices, typically interfaced along
with RES to properly harness and regulate the delivered electrical energy. Where the pri-
mary controller assumes the task of guaranteeing the quality of the provided power despite
the intermittent nature of the RES, and other electrical disturbances, such as grid disconnec-
tions and load variations. Proper implementation of the primary controllers can lead to the
reduction of the maintenance cost and frequency of DGUs, augmenting the lifespan of in-
terconnected electrical devices, such as batteries, fuses, and transformers, while ensuring the
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stability of the grid.

Since the performance of the primary controller is known to be sensitive to parameter varia-
tions the stability of the grid highly depends on a proper controller design for the interfaced
DGUs. Thus, an insufficient behavior of the control strategies to counter the effects of power
imbalances, parameter variations, transitory, and architectural changes can drive the micro-
grid to an unstable state [88]. On the other hand, a capable controller in charge of balancing
the power contribution of each DGU allows a “seamless” behavior of the microgrid despite
possible sudden changes.

As reviewed in the previews section, the control requirements can be divided according to
the hierarchical control architecture of the microgrid. The categorization of the control ac-
tions is done according to specific low and high-level control objectives, where primary and
secondary control layers attain all the control efforts in regards to the regulation of the de-
livered electrical variables. Indeed, both control layers pursue a stable and regulated power
delivery among all the contributing agents by seeking a balanced power output depending on
the individual characteristics of each generation unit. Therefore, it is crucial to mention that
both control layers operate under the same principle of what is known as droop control. This
control technique is based on the nature of synchronous generators to emulate the physical
dynamics of a generator within a control loop, resulting in a stable power line despite the
lack of inertia in the system, therefore, rejecting possible disturbances [89]. The following
subsections dive into the basic principles behind synchronous generators to later dive deeper
into the droop control strategy.

2.4.1 Synchronous generator for deriving droop characteristic
and control

Most of the electrical power demanded in today’s electrical network is generated through the
implementation of synchronous machines. However, most of the electrical energy produced
at the microgrid level comes from renewable sources that are interconnected thanks to power
electronics devices, these devices do not have the inherent mechanical inertia of synchronous
generators, meaning that during unexpected disturbances, the power electronic devices can
not stabilize the whole power system by generating or absorbing power through the inertia
properties [90]. For that reason, synchronous machines have excelled over the years in tasks
that require the transformation of mechanical input to an electrical output when acting as
synchronous generators. Their damping and stabilization capabilities are highly desired in
today’s energy generation through power electronic devices.

For that matter, it is crucial to know the basic operation behind synchronous generators, to
derive control techniques that can emulate such mechanical behavior in the current microgrid



CHAPTER 2. THEORETICAL FRAMEWORK 40

topology. For a basic understanding, when a synchronous machine acts as a generation source
a prime mover is required to drive the generator’s rotor and produce AC electrical power [89].
The synchronous generator basic schematic is illustrated in figure 2.8.

Fig. 2.8: Synchronous Generator Schematic

Synchronous generators can be divided into three main physical components, the rotor, the
stator, and the wingdings. The rotor can be described as a permanent magnet when its corre-
sponding winding is fed with a continuous current creating a magnetic field around the rotor,
this is achieved by having a DC voltage source to excite the rotor’s winding. Rotors can be
excited externally or internally by the implantation of a slip ring that allows taking advantage
of the prime mover to generate the required DC input. This excitement voltage is represented
by the variable VDCe in figure 2.8. A stator can be formed by a P number of poles, this pa-
rameter is crucial to determine the frequency (f ) and rotational speed (N) of a three-phase
synchronous generator, as their relationship is clearly seen in (2.2).

f =
PN

120
(2.2)

Once the rotor windings are excited and a magnetic field is created at each pole of the rotor,
the rotating action generated by the prime mover creates a rotating magnetic field, this creates
a change in flow dispersion, then, this cyclic change generates an alternating voltage signal
at the stator’s winding terminals.

In the generator form, a constant frequency output is required, from (2.2) it can be deducted
that frequency output can be regulated by varying the number of interfaced poles or by chain-
ing the rotational speed. Since in an implemented generator, the number of poles is fixed to
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design criteria, the rotational speed is the only remaining factor that can drive the frequency
of the system. Therefore, synchronous generators are commonly placed on facilities that can
provide a continuous flux of movements such as hydro-power systems or steam turbines, this
is done with the objective of having better management capabilities of the rotational speed
with added mechanical implementations [89].

Alternatively, if the frequency of the system is disturbed, causing fluctuations in the global
value of the frequency, the rotational speed would be affected. However, this is not the case
since the inertia of the synchronous machine impedes the larger deviations. This phenomenon
can be translated to a relationship between the generated power and frequency rating. Lead-
ing to the principles of virtual synchronous machines and droop controllers to maintain nom-
inal levels of the delivered electrical power in systems that lack the inertia characteristics of
synchronous machines.

2.4.2 Droop Control Fundamentals

As previously mentioned, the complexity behind the operation of microgrid systems demands
that extensive pre-deployment studies contemplating the type of generation agents, type of
loads, peak load demand, long-term weather conditions data, operation modes, long-term
load demand forecast, and communication needs, be conducted to assertively promote the
deployment to these micro distributed generation networks. It is important to mention that
microgrid systems with multiple interfaced DGUs with different power ratings and a variable
load demand requires the integration of EMS to accurately command and adjust the power
references of the interfaced DGUs while maintaining the voltage and frequency values within
the nominal range.

The power range variability of DGUs combined with the power demand variations can trigger
power imbalances in the microgrid, causing power oscillations and hindering the overall qual-
ity of the supplied energy. Typically, the resolution for the power imbalances is seen through
control strategies that mirror the dynamic behavior of synchronous generators creating the
basic principles of droop control strategies [80].

Typically, the resolution for the power imbalances is seen through control strategies that
mirror the dynamic behavior of synchronous generators creating the basic principles of droop
control strategies [80]. Synchronous generators rely on their mechanical power to maintain
an even power distribution, in the case of an increasing load the generator’s speed decreases
while the electromagnetic torque of the generator increases, this effect is also related to the
frequency of the grid and can be translated to power electronic devices, where changes in the
frequency can be related to the delivered power, similarly, the same behavior can be deducted
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on the reactive power side with the delivered voltage, therefore, creating these relationships
known as P/f and Q/V droop control for non-mechanical generators [91].

These control techniques assure the ideal power-sharing conduct of the interfaced DGUs.
However, since power electronic devices lack the physical response of a synchronous gener-
ator, droop control techniques are commonly used in combination with control methods that
emulate the physical dynamics in a virtual environment, this combination of control meth-
ods diminishes the effect of disturbances in a non-mechanical generation system, this second
control technique is commonly referred in the literature as Virtual Synchronous Generator
Control (VSGC) [92].

Droop methods are used to manage the power-sharing in microgrids by decreasing deliv-
ered active and reactive power when the microgrids’ frequency and voltage increase respec-
tively [80]. The power demand in a microgrid operating under an autonomous scheme can
cause different scenarios in the delivered voltage and frequency values, i.e, figure 2.2 shows
the cases for the over and under frequency scenarios, that is, for a finite generation capacity,
an overactive power demand would lead to a delivered frequency under the desired nomi-
nal rate, on the other hand, a decrease in the based demand could lead to an increase in the
delivered frequency.

Droop controllers are widely studied in the literature, several modifications and propos-
als have been done over the years like VSGC to overcome specific problems including
power-frequency, power-voltage, voltage-current, and voltage-based droop controllers [58,
67]. However, conventional droop controllers are still being used and are among the most
popular approaches due to their easy implementation and understanding. Conventional droop
control can be interpreted as the linear relationship between a correlating set of local elec-
trical variables, the linear relationship is driven by droop characteristics specific to a given
DGU. The equations (2.3) and (2.4) represent the conventional droop control strategy, also
known as P/f and Q/V droop control.

fnl − ffl = −mpPmax (2.3)

Vnl − Vfl = −mqQmax (2.4)

Where fnl and Vnl represent the frequency and voltage points at a specific point known as the
“no-load” point, subsequently, ffl and Vfl serve as the “full-load” points of the frequency and
voltage, while Pmax and Qmax stand for the active and reactive power rating of the specific
DGU. Finally, mp and mq are known as the droop characteristics, these represent the slope of
the linear relationship between the correlated electrical variables. A graphical representation
of these equations is shown in the figure2.9, where fop and Vop are the nominal frequency and
voltage respectively.
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Fig. 2.9: Classic Droop Control

These equations help to establish a “smooth” interaction of multiple DGU connected to the
same bus of energy. However, the interconnection of multiple DGUs lights up the power-
sharing performance requirements, where the microgrid’s demanded power must be covered
“evenly” by all the interconnected generators. This “even” power supply is achieved by
adopting the above-mentioned droop control strategy in each DGU. It is important to mention
that the characteristics of each DGU can be different, meaning that the interfaced generators
can possess different “no-load”, “full-load”, and generation rating points. Particularly, this
leads to different droop characteristics for each DGU.

An example of this droop characteristic variety is shown in the figure2.10, where three inter-
faced DGU supply a given load. This example shows how the contributing generation can
be different between DGUs despite operating under the same frequency level fop. It also
exemplifies how the total power contribution can be written as in (2.5), being the sum of
the independent power contributions by the “k” number of interfaced DGUs. The “seam-
less” interaction can be understood as the liberty of deviating from the nominal frequency
value without compromising the power delivery forasmuch as the operational frequency is
maintained under the allowed minimum and maximum values.

Ptotal =
k∑

n=1

PDGUn (2.5)
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Fig. 2.10: Power contribution example

Overall, droop methods offer simpler power distribution among multiple interfaced distributed
generation units, nonetheless, these are far from perfect, primary control deviations can be
introduced due to the voltage and current controllers that are commonly used ahead of the
droop methods, the voltage and frequency controllers are mostly based on conventional con-
trollers such as PI and PID, offering an easy and fast implementation, however, it’s correct
tuning is a difficult task to achieve, therefore, most the PID implementations found in the lit-
erature tend to use the trial and error method to accomplish the desired control performance.
The right tinning of the conventional controller’s gains is not part of this works’ scope.

2.5 Transitions Between Operation Modes

As described in the previews section, microgrids are systems that can operate either with or
without a direct connection to the power grid. This characteristic of the microgrid allows
the possibility of deciding the operational mode of the system. In the best-case scenario,
connecting and disconnecting events can be scheduled, the former can be done with the in-
tention of wanting active participation of microgrids in the power grid network through power
exchange while the latter case can be motivated by minor power grid faults or planned mainte-
nance events within the power grid. Nonetheless, transition events can also be unintentional,
commonly caused by faults or power mismatches on the power network side. In either case,
transition events are handled differently in the literature, and these are treated as separate
problems among microgrid systems.

2.5.1 From Island to Connected operation

To achieve a seamless reconnecting with the main grid and sustain an uninterrupted and reli-
able power supply during the process, variables such as voltage, phase angle, and frequency
need to be synchronized. That is, the mentioned electrical variables of both entities, the
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power grid, and the microgrid, need to be within a specific delta range to properly achieve
the reconnection of the microgrid and avoid causing transients. Figure 2.11 shows how these
deltas can be displayed between the microgrid and the power grid.
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Fig. 2.11: Phase angle delta between the power grid and the microgrid

Nonetheless, due to the high penetration levels of power-electronic-based generation systems,
the synchronization process can present some challenges. The fast dynamics, small inertia,
and low to none overload capabilities of power converter systems require additional strategies
to achieve a seamless reconnection [93]. Due to these characteristics reconnection transients
can occur, generators over-current, voltage phase jumps, and frequency drifts represent a
threat to the connected loads.

Virtual inertia-bases methods are proposed across the literature to counter any over-current
effect on the generators, however, this strategy can not overcome the issues regarding the
phase angle jump [93]. To better synchronize the phase angle, the authors in [94] propose a
low-bandwidth communication-based method. the proposal synchronizes droop controllers
to match the voltage, frequency, phase angle levels moments before the reconnection, the
communication network helps to adjust the active and reactive power outputs of each DGU.

Reconnection events can be seen as a “simple´´ challenge in the transition between the island
and grid-connected mode. This can be attributed to the fact that in cases where microgrids
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need to be reconnected to the main grid all actions are intentional. In this sense, high-level
controllers can coordinate the may participating assets to prepare a successful reconnection.
This implies that a certain communication level needs to be established between high and
low-level controllers to properly allow the flow of information from the high-level to the
low-level components of the microgrid.

2.5.2 From Connected to Island operation

On the other hand, it is the unintentional and unplanned transition events that present the
most challenging scenarios for seamless transitions. In fact, it is the case of transitions from
a connected state to an autonomous operation of the microgrid that can cause greater dam-
age, especially if these are not dealt with properly. Since these tensions can occur at any
moment in time, several algorithms to detect these disconnection events have been proposed
in the literature. These many algorithms can be found under the name of Islanding Detection
Methods (IDMs). However, most of them rely on a communication network o can deteriorate
the quality of the delivered energy across the microgrid. Further details in regards to this
transition between operating modes are given in Chapter 3, where the state-of-the-art review
of island detection methods is discussed.

The current proposal is given in the context of a transition between a grid-connected to an
island operation of the microgrid. However, contrary to other proposals or island detection
methods reviewed in the literature, this work proposes a decentralized island detection algo-
rithm operating under the principles of individual droop characteristics deviations, meaning
that only local parameters are used to detect any islanding events. By relying on local mea-
surements to integrate the island detection capabilities within the primary control layer of
the microgrid hierarchical control scheme. In this manner, the proposed algorithm can act
locally, without the disadvantages that come with the implementation of harmful methods
based on the introduction of electrical disturbances into the microgrid’s power lines. Further-
more, this proposal is validated by constructing a digital and RT simulation test-bed. The
following section of this chapter will discuss how RT simulation aids in the development of
microgrid technologies, cutting the line between creation, validation, and implementation of
an idea for accelerating the technology transfer process.

2.6 Real-Time as support for microgrid development

The raising challenges that come with the development of microgrids as a participating entity
in today’s electrical network have been undertaken by many researchers across the world in
their respective fields such as management, control, planning, communication, and optimiza-
tion, just to mention a few. However, the many proposals that surround such topics of interest
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require the development of new testing and validation techniques to catch up with the increas-
ing complexity of microgrid systems, especially in areas such as control and management.
According to Vijay et al. [95], these new techniques must consider crucial testing character-
istics such as scalability, flexibility, and ease of implementation, without compromising the
accuracy of the results or the economy of the researchers.

Nowadays, the evolution of simulation and tests systems is directly proportional to the avail-
ability of more capable computing technologies. Simulators work on the available compu-
tational power and are known for being dependent on the accuracy and complexity of the
simulated model. This evolution has led to more capable systems, such as the case of RT
simulation that allows the simulation and testing of complex systems while ensuring the dy-
namic consistency of the tested model [96]. This new testing and validation technique has
opened the door for other simulation strategies that can be better suited for specific scenarios.
Figure 2.12 illustrates the different types of simulation that can be applied to the development
of microgrid technologies [95].

In the past, the validation process of a given proposal was carried out in analog and digi-
tal simulation systems, also known as continuous and discrete simulations respectively [95].
With the evolution of computational tools, acquiring higher processing power, other simu-
lation types could be added to the discrete simulation realm, for instance, Offline software,
Real-Time software, and Real-Time software and hardware simulation strategies. Offline
software simulation remains one of the most popular simulation strategies at the undergrad-
uate level, its ease and low cost of implementation make it an attractive testing strategy for
simpler tests that do not require an extremely accurate dynamic representation of the tested
system. Particularly, this simulation type is characterized for an accelerated computation of
results, that is, the results of a tested system can be given in a shorter time than the pro-
grammed simulation time. However, the fast computational time of offline software simula-
tion can be slowed down by the complexity of the simulated model, in addition, due to the
accelerated characteristics, the real dynamics of the tested system are not guaranteed, making
this test and simulation type insufficient for a technology transfer process.
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Fig. 2.12: Simulation types for microgrid development

Although the offline software approach can be adequate for certain manufacturing and itera-
tive design processes, the many and different dynamics of the various assets within a power
system such as the microgrid can challenge the effectiveness of computational simulation,
especially since the complexity of the tested system is one of the main hindering factors for
this digital simulation type. To overcome such paradigms of an offline software simulation,
researchers have adopted other discrete simulation strategies such as RT simulation. RT sim-
ulation has been used to counter the added complexity of power systems, allowing a high
degree of accuracy across simulation results [96].

In particular, RT simulation can be divided according to the employed tools in RT Software
and in RT Software and Hardware as illustrated in figure 2.12. RT Software is characterized
by allowing the construction of digital replicas of a real system, its application in the energy
sector has been limited to areas concerning the information technologies behind the operation
of microgrid systems. In recent years, this approach has been applied to the cyber security
area of networked microgrids is presented in [97]. Alternatively, RT software and hardware
deal with the operational technologies of complex electrical systems such as the microgrid.
The operation technologies side of the microgrid is more complicated since it requires highly
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accurate models concerning the complex dynamics of multiple generations and consumption
agents within a single organization.

Microgrid and Smartgrid studies can be severely benefited when applying RT simulation
technologies to their development process. The use of RT simulation is extensively reviewed
in the literature [98, 99] for such fields of study. The RT technology attends the present issues
of control and management techniques, distributed generation integration, grid state estima-
tion, grid automation, protection, and high-level field-oriented applications for microgrids
and Smartgrid systems [96]. The main advantages include not only reduction of risks of real
implementation, but also aid to diminish the cost of extensive testing [100].

RT software and hardware category can be further divided to accelerate the design and val-
idation of particular microgrid applications, for instance, Rapid Control Prototyping (RCP)
offers a fast, intuitive, and iterative process in the right tuning of a designed controller. By
running the proposed controller in RT and interfacing it with the real hardware, an online
tuning procedure can be conducted by the researcher to guarantee the desired controller re-
sponse. Alternatively, if the plant is too complex or difficult to attain in a laboratory environ-
ment, Hardware in the Loop (HIL) techniques can be integrated into the validation process.

HIL techniques are ideal for complex systems such as microgrids that deal with the non-
linear dynamics of an electrical network. HIL applications for an electrical system can be
segregated into (i) Controller Hardware in the Loop (CHIL), (ii) Power Hardware in the
Loop (PHIL), and (iii) Hardware Under Test (HUT). All of these categories divide the simu-
lation problem into two systems connected via an interface that allows the translation of IO
signals. One of the divisions is the RT simulator, which is commonly programmed with the
plant or the environment in which the designed system is going to operate, the second system
is the designed system, which is commonly programmed in an external device and interfaced
to the plant via corresponding IO ports. The main differences between these strategies are the
tested system (external) and the interface between both systems (internal and external). The
former can be an embedded controller with minimum power requirements or a power device
with actual power exchange, hence, the given names on CHIL and PHIL respectively. The
latter difference is the interface, in the case of a PHIL approach, a power interface is required
to translate high power signals of currents and voltages to digital and analog signals that can
be interpreted by the RT simulator.

Overall, RT simulation is an attractive validation tool in the power control area due to the
closest approximation of reality through the dynamic consistency of its simulation process.
The dynamic consistency characteristic reefers to a deterministic time-step at which the sim-
ulation process needs to run. On the contrary to classical computational simulation, where
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the simulation time-step can be set to fix or continue. RT assures that all the required op-
erations be concluded before the next time-step is set, this is not true for classic simulation
methods, where the required operations can delay their outcome to a specified or convenient
time step to finish a certain task. In a sense, by completing every crucial operation before the
next time-mark begins, the dynamic consistency of the simulated system is guaranteed [101].
Figure 2.13 show how these simulation types differentiate from each other when it comes to
the time-step per operation, where the time-step is represented by the variable Tsn, and the
tasks by the variables Tn.
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Fig. 2.13: Simulation time-step comparison

As mentioned, RT simulations are a fixed-step simulation type, meaning that for a given
number of tasks, these must be performed at a certain time step, and its accuracy is found
to be highly dependant on the length of time of each time step to obtain the desired results.
To achieve RT simulation the obtained outputs of a given number of tasks must occur before
the next time step mark, if a certain task takes a long time than the time step to produce the
desired output, the simulation is considered erroneous, generally, this is denominated as an
overrun fault. Figure 2.14 illustrates how an RT execution is carried out as the overrun fault
at a step time Cn.
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Fig. 2.14: Real-Time simulation overrun fault

2.6.1 Co-simulation

As a strategy to simulate complex and large power systems, co-simulation separates the prob-
lem into different modules and simulates each module in different RT simulators. In this
manner, each simulator can solve independently a certain task, leading to a more realistic
behavior between modules. This strategy is an advantage for power system-related proposals
since the connection of real hardware is not necessary for its proper implementation, thus the
risk of manipulating high-power devices is omitted.

One common application of the co-simulation strategy in Microgrid oriented applications is
to have a control or management proposal executing in one RT simulator, while the plant or
the test system is being executed in a second RT simulator. By having bidirectional communi-
cation between simulation platforms through analog and digital inputs and outputs ports, the
information exchange is achieved in an efficient fashion. By following this array, obtaining a
real-life behavior and dynamics of the programmed control or management proposal over a
more realistic behavior of the executed test system.

As an example, authors in [102] propose a platform between two differently geolocated RT
simulators to evaluate power systems. The communication and data exchange between simu-
lators is performed using point-to-point User Datagram Protocol (UDP), while the user inter-
action is through an Internet connection to a public web server, simulators are also connected
to the webs server to provide the user with information over the simulator work. Another ap-
proach is taken by authors in [103] to make use of HIL and co-simulation strategy to deliver
a platform capable of delivering in detail the dynamics of a wind turbine as the behavior of
the tested controllers.

In another work presented by Zhang et al. [104], co-simulation strategy is used to validate
the electromagnetic transients of a 500 kV transformer within a hybrid power grid, the sys-
tem is divided into three modules, where the simulation for the electromagnetic transients is
allocated in an RT environment, the remaining modules take place in different platforms, one
for finite element analysis calculation and other in a MATLAB-based platform.
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2.6.2 Hardware-In-The-Loop

Alternatively to the co-simulation strategy, HIL, PHIL, and HUT deal with physical compo-
nents in a bidirectional communication link with the RT simulation environment. The main
difference between these strategies is that HIL and HUT deal in a different manner with the
dynamics of the physical components. HIL interacts with embedded systems that represent
the real product response to the simulated environment, while HUT interacts with the real
artifact rather than its embedded version. On the contrary, PHIL incorporates a power ex-
change layer between the RT environment and the physical components, allowing the testing
of high-power systems in a safe simulation space. In reality, all three strategies help in the
early detection of faults in the operation of the tested system in a close to a real scenario.
These strategies help by cutting the simulation cost of extensive testing and saving time in
the validation process of a given product.

HIL simulation strategy turns into a safe practice for validating hardware and software [105].
In microgrid studies, HIL is a powerful tool to test and validate embedded controllers or
proposed systems and foresee the correct operation before its actual implementation. HIL
simulation replicates the dynamic of a system according to natural circumstances in an em-
bedded platform, leading to a more complete analysis of the simulated system ahead of the
real implementation. In this manner, system and controller faults can be identified in the early
stages of a project.

HIL is the next stage in the process of validating the performance of a given proposal. The
main difference between HIL and the co-simulation strategy is how the proposal is imple-
mented and how its response gets analyzed, in the latter, the proposed system is simulated
in a secondary simulator, while in the former, the proposed system is brought down to an
embedded system that reads the simulator outputs and computes the triggering or feedback
signals in an external process. The architectural difference is illustrated in Figure 2.15.

Controller
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electronics

Microgrid

Simulation 1 Simulation 2

Co-simulation

Controller
Power

electronics

Simulation Embedded
controller
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(a)                                                            (b)

Fig. 2.15: RT simulation strategies: (a) Co-simulation; (b) Hardware in the loop
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A combination of both simulation strategies is carried out in [103], authors establish an RT
co-simulation platform with a HIL interface for a wind energy source. HIL of tested con-
trollers is achieved by having in a Programmable Logic controller as an intermediate link
between simulators, the co-simulation is carried out to model the wind turbine, while the
controller is running in a HIL implementation. The is no doubt that RT has a huge area of
opportunity in the planning and development of complex power systems such as the future
electrical network and its smaller instances like microgrids. Other works have taken advan-
tage of this technology to simulate and validate parts of these complex systems, relying on
different RT strategies to achieve the final goal of validating their proposals, proving that RT
is a reliable validation tool.



Chapter 3

State of the art review

3.1 LC filter

As the many DGU based on renewable assets depend on power electronic devices to gen-
erate electrical power, it is important to consider that the basis of such power converters is
the implementation of high-frequency switching devices driven by PWM techniques. How-
ever, PWM techniques can cause the high-frequency switching devices to introduce high-
frequency harmonics producing electrical noise in the delivered energy [106]. Furthermore,
the electrical noise can disrupt the performance of power controllers and represent a hinder-
ing factor for electrical machines and other loads feeding of such generation. To tackle this
problem, power converters are interfaced with electrical filters, these a divided according to
the type used components which also drive the pricing and complexity of their design. Two
main types can be found across the literature, those with passive components, with high reli-
ability and low cost, and the ones based on active components, with improved performance
but with higher costs, and these are commonly interfaced with external sensors that impose
an additional investment cost [107].

Although active filters are a good solution to the noise problem, their complex design and
higher implementation cost have led to the development of new strategies based on control
methods to improve the performance of passive filters. An example is shown in [108] where
the filter equations in a synchronous reference frame are used to develop a Sliding Mode
current controller for an interfaced VSI, such equations are also used as the basis for an
adaptive power-sharing controller in [109]. With these cases in mind, it can clearly be seen
how the filter parameters can have an impact on low-level controllers, also, equations in a
synchronous reference frame ( 3.1) and ( 3.2) show how these are critical variables in the
power output of an interfaced VSI as demonstrated in [109, 108].

54
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{
Lf i̇d = vd − vcd + ωs Lf iq
Lf i̇q = vq − vcq − ωs Lf id

(3.1){
Cf v̇cd = id − icd + ωs Cf vcq
Cf v̇cq = iq − icq − ωs Cf vcd

(3.2)

where the variables vcd and vcq represent the measured voltage at the capacitor of the LC filter,
vd and vq represent the output voltage in their dq components, icd and icd are the currents
passing through the capacitor Cf . id and iq are the measured currents after the inductor Lf ,
ωs being the frequency of the system in rad/sec, and lastly, v̇d, v̇q, i̇d, and i̇q are the changing
voltages and currents in a synchronous reference frame respectively.

From the latter examples and equations, it’s clear to see the role of the LC filter in the control
area and in regards to the quality of the delivered electrical energy. For that reason, Several
design methodologies have been proposed across the literature, where most of them contem-
plate the integration of a VSI with a direct connection to the utility grid [110, 111, 112]. As
an example, the work presented by Cheng et al. [61] introduces a fuzzy logic-based design
methodology to determine the parameters of interfaced LC filters in a single-phase inverter
system. Such a proposal establishes triangular membership functions with inputs such as the
voltage error obtained from the measured voltage at the terminals and a reference voltage,
the rate of change in the voltage error, and the voltage magnitude. Overall, the fuzzy logic
design process for the LC filter obtains promising results in the attenuation of the harmonic
content of the output voltage. Although this method is effective, the complexity of the Fuzzy
Logic algorithm for a three-phase inverter would result in a setback for the design procedure.
However, the advantage of not requiring the filter model makes this proposal an attractive
solution.

Another design procedure for the LC filter in a single-phase VSI system is presented by
Ahmad et al. [113], the work contemplates critical variables such as the cut-off frequency,
modulation factor, and switching frequency to meet the IEEE Std. 1547 for harmonic attenu-
ation. Overall, the designed LC filter is able to maintain the harmonic distortion under 1.1%,
full-filling the IEEE Std. 1547 standard on harmonic attenuation.

By contemplating that LC filters are complex and their performance is dependent on external
system variables, authors in [23] propose a design methodology is based on a metaheuristic
optimization algorithm to better handle the multivariable problem. Particle swarm optimiza-
tion is then used to find the optimal setting for the LC filter parameters, controller gains, and
power-sharing coefficients in both operating modes of the microgrid, that is, the optimiza-
tion algorithm is executed for each operating mode. Although the authors successfully find
the optimal values for a specific microgrid model, the multivariable optimization problem is
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rather complex since different systems are contemplated in a single objective function. In
addition, the obtained parameters change are different for each operating mode of the mi-
crogrid, this would indicate that such variables would require modification in case of sudden
disconnection, despite this being possible for the controller gains and power-sharing coeffi-
cients through the implementation of look-up tables, the physical components of a passive LC
filter would be difficult to change, meaning that the optimized LC filter for a connected state
may under-perform for an island operation since the controllers are not tuned to its specific
dynamic.

Despite these crucial points, it is important to consider an optimization methodology for
the LC filter parameters that can guarantee adequate performance in both operating modes
and controller settings. Optimization algorithms are a good option to achieve such a goal
since these can contemplate the vast number of variables and objectives in such convex and
nonlinear problematic. For that matter, one of the proposals of this work deals with a heuristic
optimization algorithm to find such LC values that can satisfy the IEEE Std. 1547 standard on
harmonic attenuation in both operating modes and minimize the introduction of transitories
due to this disconnection event.

3.2 Genetic Algorithms

A large number of areas in the engineering field have benefited from the advantages of apply-
ing optimization algorithms. Genetic algorithms (GA) are one of the most widely used tools
since it first appeared in 1970 [114]. GA is classified as an evolutionary optimization tool,
this algorithm works under the dynamic principles of natural selection where only the fittest
individuals in a population are chosen to continue in the iterative process of the algorithm as
possible solutions [115].

GA works to find a minimum or maximum solution to an objective function by manipulating
the initial population, each element of the population is evaluated with respect to the estab-
lished objective function, acquiring a score with respect to it, at the end of the iteration only
the inhabitants with the best scores are chosen as parents to create children, children are then
created to contain characteristics of their parents. Figure 3.1 shows the functioning of these
operations and the iterative evaluation process of GA optimization.
The basic structure of the GA is divided into operations such as selection, crossover, muta-
tion, and evaluation [116]. The selection process separates the strong individuals from the
weak ones as the former represents a potential solution due to their initial scores according
to the established objective function, the selected individuals are then copied into children
generations by the properties of crossover and mutation. The crossover operation takes the
similarities of the best fit values from the parents in previous generations and creates a new
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Fig. 3.1: Genetic algorithm flow of operation

population of children with common characteristics [114], at the same time, the mutation
operation helps the optimization process to avoid falling in a local minimum or maximum
value, this is achieved by changing one factor of a generated children according to certain
probability [116].

3.3 Genetic Algorithms in Microgrid Applications

Optimization algorithms have been applied to a vast number of engineering fields. The action
of optimizing a certain process, component, or area, is mostly constrained by complexity, a
wide number of variables, the desired design, or behavior. Therefore, optimization algorithms
contemplate such characteristics to optimize as key variables in a function that enables its
resolution. Microgrids have adopted optimization algorithms in a wide range of areas, the
scheduling of ESS, primary level controllers, management of resources, planning, just to
mention a few. Genetic algorithms have been an important heuristic optimization method and
used across many areas of opportunity in the development of microgrids. This optimization
method is preferred thanks to its easy implementation and capability to adopt multivariable
and multi-objective problematics that derive from nonconvex and nonlinear problems [117].

As an example, the work presented by Raghavan et al. [118] deals with the charging and
discharging times for an ESS within a microgrid system. As reviewed in Chapter 2 microgrid
management can introduce dynamic pricing strategies to motivate users to regulate their con-
sumption during peak hours, this motivates the optimization problem to have an optimized
charge/discharge scheduling strategy that aims to reduce the cost paid by users in a micro-
grid with subject to dynamic pricing. The optimization problem is carried out with genetic
algorithms optimization, the variables of interest were the total demanded load, the generated
power by the DGU, the price per kWh in an hourly format, and the charging and discharging
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limits for the batteries in the ESS, these are used to formulate an objective function to eval-
uate in the optimization process. The results show how the genetic algorithms optimization
process can help in the reduction of cost by a total of 11.31%.

Another application of genetic algorithm optimization can be found in the work presented by
Askarzadeh [119]. In particular, this work deals with the generated power and how this is
shared among the interfaced DGU within the microgrid. The optimization problem seeks to
have an optimal power-sharing scheme to reduce strain in some of the DGUs during specific
times of the day. The main variables considered in the optimization problem are the hourly
cost of energy, the generated power by DGU, the efficiency of the DGU, and the type of
generation (solar, wind, or CHP). Overall, the optimization by genetic algorithms success-
fully distributes the load among the DGU, resulting in a good alternative for microgrid power
scheduling and power systems optimization.

Optimization can also be applied to in the planning stage of microgrids, this is proven in
the work presented by Oulis Rousis et al. [120], where a genetic algorithm optimization
procedure is conducted to solve the sizing problem of an AC/DC microgrid relative to the total
installation cost of photovoltaic panels, wind turbines, and ESS. Another example of genetic
algorithms applied to the design of distribution systems is presented by Ramirez-Rosado
in [121], in such work the cost function is formed contemplating the investment cost of a
future expansion in regards feeders and substations, then the objective function to minimize
is formed by technical constraints such as power demand, number of nodes in the distribution
network, number of mutual connection points, the results of such optimization problem show
how genetic algorithms are a good alternative for planning distribution networks.

Lastly, the work in [107] resorts to a genetic algorithm optimization procedure find to damp
the switching effect of the power electric devices in a current control scheme via the im-
plementation of a control-based active damping method. The rectifier is interfaced with an
LCL filter which parameters are obtained for a wide range of frequencies by means of ge-
netic algorithms. This LCL filter genetic algorithm-based tuning leads to the development of
an active damping method that does not require the addition of extra sensors as required by
traditional active damping techniques.

3.4 Islanding Detection Algorithms

The integration of alternative generation sources at the power grid’s distribution level has
led to new challenges in the control, communication, and management areas of the electrical
network [15]. Indeed, availing local resources comes with added complexity and requires
coordination mechanisms to ensure their effective integration, leading to the organization of
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local electrical agents into microgrids. [15]. Thanks to the introduction of microgrids, these
paradigms can be enclosed in a single system definition.

As reviewed in Chapter 1, a microgrid is a cluster of (DGU) with power management and
regulation capabilities that cover a local power demand [6, 15]. Microgrids add flexibility
since their operation is not restricted to a permanent connection to the main power grid; they
can act independently in what is known as island operation. However, switching between
operating modes implies varying dynamics and dealing with a “weaker” network whenever
the main power grid is disconnected.

However, the interchangeability between a grid-connected and an island operation of the mi-
crogrid is not a simple task to achieve. A microgrid interacts with the main grid through a
single PCC. Disconnection events can be intentional, e.g., in the case of maintenance rou-
tines, or unintentional, caused by faults or disruptive events [50]. An unintentional discon-
nection would force an island operating state, potentially introducing harmful transients and
degrading power quality.

Nonetheless, in any case, it is essential to detect the islanding event within the microgrid
to trigger ancillary services and exert compensating actions [51]. Even having intentional
disconnection events, a microgrid may follow a distributed control approach or not be fully
communicated, requiring a detection mechanism typically referred to as island detection al-
gorithm. Disregarding the case, the detection of a disconnection event should be acknowl-
edged within 2 seconds of its occurrence to minimize any negative effects, this is a statement
from the IEEE standard 1547.4-2011 [122].

Another important characteristic is the range of the operation efficacy that these island detec-
tion methods must have. This is known as the Non-detection Zone (NDZ), a parameter used
to evaluate the efficiency of island detection methods in regards to possible false-triggering
signals. Essentially, NDZ is an operational range in which an island detection methods can
fail to detect the island condition or assume the occurrence of a disconnection event while the
microgrid is still in grid-connected mode. Overall, island detection methods should perform
as expected by the IEEE standard 1547.4-2011 with minimum effect on the quality of the
delivered electrical energy and with a Small o zero NDZ to guarantee an optimal operation.

3.5 Main Island Detection Strategies

To avoid the hindering consequences that can occur from an unintentional disconnection,
islanding detection algorithms. These operate with the objective of discovering any discon-
nection event in a fast and reliable manner, to promptly adjust any compensating actions due
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to the sudden change in the mode of operation of the microgrid. Island detection algorithms
can be classified in four categories as described in [52]:

1. Remote detection methods (RDM)

2. Passive detection methods (PDM)

3. Active detection methods (ADM)

4. Hybrid detection methods (HDM)

3.6 Remote Detection Methods

RDM can also be found under the description of communication-based methods across the
literature [123, 124]. The definition of “Remote” is constructed due to the requirements of
having a communication link between the utility grid and the microgrid to accurately detect
the disconnection between the two networks. Mainly three types of RDMs stand out:, (i)
Power Line Carrier Communication (PLCC); (ii) Signal of Disconnection (SoD); and (iii)
Supervisory Control And Data Acquisition (SCADA).

3.6.1 Power Line Carrier Communication

As implied in the name, PLCC employs the established power lines to send a low-energy
communication signal across the energy network. The masked signal is sent from the utility
grid, meaning that microgrids are equipped with a device capable of identifying the presence
of the masked signal at the PCC level, whenever the absence of the signal is identified the
PCC is assumed to be open, then and a second communication signal can be sent to the
operating assets of the microgrid to assume and island mode of operation [125].

One of the biggest advantages of PLCC is that its implantation is rather inexpensive when it
comes to the availability of a communication network. PLCC uses established power lines
to operate, meaning that installation costs can be shaved from the requirement of installing
another communication line. Nonetheless, the transmitter and receiving devices in charge of
sending and reading the masked signal can be expensive and uncommon in the market [124].

Also, PLCC can be susceptible to electrical interference, the carrier signal can be disrupted
by other electrical components in the network, for example, transformers, motors, and non-
linear loads. These components can have a negative effect on the NDZ characteristic of the
PLCC, widening the area in which the island detection methods fails to detect the island con-
ditions [126]. However, in a purely restive network PLCC methods have shown a close to
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zero NDZ, meaning that most microgrids can rely on this island detection methods. On the
other hand, the shortcomings of being a communication-based technique still apply, commu-
nication latency and pirate attacks being the most threatening, also the masked signal is sent
from the utility grid, meaning that low flexibility is expected from this method.

To overcome the flexibility concerns, the authors [126] propose a modified scheme that
adds flexibility to the PLCC strategy. This is achieved by having a distributed signaling
device that can be installed in between substations and the microgrid. This approach also
indicates that all the intended DGU within the microgrid should operate with their own signal
detection device. This characteristic would only increase the cost of investment since more
detection devices should be acquired to match the number of DGUs. Although, this approach
decentralizes the island detection methods the investment cost would represent a huge setback
in its further development.

3.6.2 Signal of Disconnection

In a similar approach, SoD methods base their operation on a direct communication link from
the utility grid and each DGU within the microgrid. In this case, the utility grid sends a signal
via a reserved communication channel, whenever the signal is broken up the island condition
is assumed. Alternatively to PLCC methods, this method does not interfere with the quality
of the delivered electrical energy, and the direct and independent connection from the DGU
and the utility grid would allow greater coordination of the distributed assets.

With old communication technologies, it is clear how this island detection methods would
represent a huge investment on physical communication lines and represent a challenge for
old wireless methods with a narrow coverage area and slow transmission speeds. Today’s
wireless solutions have been evaluated as a way around the high implementation costs of
physical communication lines and dependency on physical components. Ideally, these wire-
less signals can adopt a centralized and distributed communications architecture, where a
given DGU can communicate with the utility grid and can report back in a one-to-one com-
munications scheme. Several wireless communication protocols can be found in the literature
applied to microgrid communications, i.e, Wi-Fi, ZigBee, Bluetooth, Cellular 3G, Cellular
4G, and Cellular 5G [127].

For that matter, the IEEE 802.15.4 standard on control access of wireless networks with a low
data transmission rate is taken into consideration in the microgrid and Smartgrid context [68].
This standard opens a scenario where networking devices and features, such as routers, access
points, firewalls, and Virtual Private Networks (VPN) can be adopted with WiFi protocols to
carry out the data exchange.
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Moreover, other studies have shown how the latency factor behind wireless communication
plays a crucial role in the microgrid performance, especially affecting significantly the control
actions of power electronic devices [128]. For that matter, communication speed has a higher
priority when implementing a wireless communication-based microgrid. On the other hand,
cellular networks have also been considered as an alternative solution to the Wi-Fi approach,
particularly since the range limitations can be overlooked as long as the microgrid is located
within the cellular coverage area, which may not always be the case when implementing
microgrids outside the urban zones.

3.6.3 Supervisory Control And Data Acquisition

Lastly, SCADA techniques are typically based on supervisory control. These methods rely
on closed communication infrastructure, monitoring some electrical variables at the PCC and
the utility grid [52]. Although this island detection methods can be considered the most
robust in the communication side among other RDM, their implementation can be the most
challenging. SCADA operates under a network of sensing devices that can be allocated
locally or only in the PCC. This island detection methods would require a higher involvement
of the utility grid operator in the planning and deployment of microgrids, especially if a
distributed architecture is preferred.

RDMs are commonly based on supervisory control techniques and are heavily dependent on
reliable communication infrastructure, even power line communication techniques are imple-
mented to avoid the higher cost of installing a proprietary communication network, one of
the biggest disadvantages of RDMs is the possible communication delay and communication
interference in power-line based methods. The disadvantages of island detection methods
based on SCADA are the high implementation cost, and added complexity to the planning of
microgrid, not to mention, the scalability features can be compromised.

3.7 Passive Detection Methods

Since microgrids have a unique point of connection with the main grid, it would be adequate
to establish an islanding technique at the PCC level. This technique is dedicated to comparing
any mismatches between the electrical variables within the microgrid and the reference values
dictated by the main grid. That is, a direct comparison between the voltage phase angles,
voltage amplitude, or frequency deviations can be done in a closed format.

To reduce the communication network dependency, PDMs are introduced at the PCC level [52],
these methods operate by monitoring any drifts in electrical parameters such as the voltage,
frequency, phase angle, and harmonic distortion, creating a tripping signal if any of the men-
tioned parameters goes beyond a certain threshold. Since PDMs are based on the PCC, the
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need for a reliable communication network to effectively carry out the islanding signal is still
present, meaning that all the disadvantages of a communication-dependent method still apply
to PDMs.

The monitoring approach of PDMs opens a wide range of analysis strategies. In this case,
the “local” electrical variables are constantly evaluated against an established threshold, rate
of change of voltage (ROCOV), rate of change of frequency (ROCOF), over/under voltage,
over/under frequency, active power mismatch (APM), and reactive power mismatch (RPM)
are the most popular analysis techniques among PDM to find the operating mode of the mi-
crogrid [57].As expected, PDM techniques’ performance relies on the type of acquired mea-
surements and their location, sometimes needing additional systems to verify or broadcast
the detection signal as discussed next.

3.7.1 ROCOF

Similarly, a ROCOF PDM is presented in [129]. The authors use the difference between
the generated active power and the demanded power by the load, the rating of the generation
units, and the fundamental frequency value to find the ROCOF over a defined sample window.
Then, the ROCOF is compared to a threshold value every time the sample window is closed,
adding to the overall detection time. The algorithm also introduces small frequency deviation
through q-axis control of a grid side converter, since the injected frequency disturbance can
cause a small periodic deviation in a ”weaker” grid, the frequency deviations resulting from
an islanding event can be used as trigger signals. In the end, the proposed ROCOF-based
method is able to detect the island condition successfully in a time range from 100 ms to
200 ms.

However, the efficacy of this method can be undermined by the presence of externally in-
troduced frequency drifts, causing false detection signals jeopardizing the operation of the
microgrid. In addition, this method requires the presence of a communication infrastructure
to acknowledge the actual power demand. this critical term then is required to compute the
frequency deviation index. It is important to highlight that, in the pursue of a fully decentral-
ized island detection method, the dependency on a communication infrastructure can not be
an option.

A ROCOF PDM is presented in [129], the authors use the difference between the generated
active power and the demanded power by the load, the rating of the generation units, and the
fundamental frequency value to find the ROCOF over a defined sample window, the ROCOF
is then compared to a designated threshold value for the frequency deviation every time the
sample window is closed, adding to the overall detection time. In both island detection strate-
gies, the behavior of the “local” electrical variables is studied. Tripping signals are produced
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when certain variables get out of a permissible range of operation according to predefined
thresholds [54].

One crucial factor of current proposals around the PDM strategy is that these require a certain
level of communication between the island detection point and the rest of the microgrid since
the signal must be shared throughout the different electrical agents within the distribution
system. PDMs implies the need and disadvantages of communication infrastructure. Then,
some of their main disadvantages are the possible communication delay and interference,
especially in power-line-based methods [53].

3.7.2 ROCOV

Another popular strategy that falls in the category of PDM is known as ROCOV. As men-
tioned, ROCOV alternatives are based on comparing the rate of change of a defined voltage
index to a designed threshold, whenever the threshold value for the proposed variable index is
surpassed, the island conditions are assumed. For example, the work presented in [130] pro-
poses a ROCOV based island detection method, the authors measure and compare the voltage
and frequency variations at the PCC level to the measurement when a sudden rise in the volt-
age value occurs due to the rippled current caused by the disconnection event. However, it
is important to note that the authors state that the proposed PDM is capable of detecting the
island event, they fail to provide the reaction time of their proposal.

On the other hand, the work presented by Abd-Elkader et al. [131] proposes a ROCOV PDM
based on a voltage index, this index is defined as the product of two variables, the former
variable being the rate of change in the system voltage over one cycle of operation of the
fundamental frequency, while the latter variable is defined as the average sum of the sampled
voltage values in one cycle of the fundamental frequency. This index is later used to find
voltage drifts in the main bus, subsequently, the active power mismatches caused by the volt-
age drifts are evaluated according to an established threshold. Mainly, large and small active
power mismatches are analyzed to determine the operating state of the microgrid. Results
from this method indicate that for large active power mismatches the algorithm is capable of
detecting the island operation within 200 ms after the disconnection. However, in the case of
small active power mismatches, a secondary strategy is required to increment the size of the
power mismatch, this is achieved by implementing a load disconnection strategy that adds
84 ms to the detection time, which is the time required to disconnect the loads. In any case,
the algorithm can detect the island operation within 300 ms, however, the dependency on
controllable loads and the response time of these assets make this proposal far from ideal if
the power mismatch is considered as small.

Another approach concerning the ROCOV strategy is presented in [132]. In this case, the
author’s proposal consists of two PDM operating in a parallel configuration, and an optional
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ADM in a series configuration. The parallel PDMs consist of a ROCOV and a ROCORP,
the latter measures the rate of change in the delivered reactive power at the PCC, while the
former evaluates the rate of change in the voltage levels. Since the voltage and reactive
power levels can be correlated by means of classic droop control strategies, this proposal
takes advantage of this relationship and simultaneously compares both values to a designed
threshold value, whenever both PDM agree on having an islanded signal the island signals is
triggered. However, since this proposal also integrates the possibility of an ADM, it resorts to
it whenever only one of the PDM detects the island condition. In this proposal, the hindering
terms of the ADM can be skipped if the threshold values for the ROCOV and ROCORP
are adequately designed. Overall, the island detection algorithm is tested in a three-phase
inverter system feeding a three-phase RLC parallel load, the detection time is reported as
250 ms with a 30 % error rate.

3.8 Active Detection Methods

PDMs and ADMs can be described as local detection techniques according to [57] due to the
continuous monitoring and analysis of “local” electrical variables with different approaches.
In any case, variables such as voltage, frequency, and active and reactive power are studied
to determine the operating conditions of the microgrid.

To further reduce the communication-network dependency. ADMs are introduced as a method
that does not depend on established communication lines but operates under the introduction
of minor electrical disturbances to the grid to analyze the response and determine the oper-
ational state [55]. The main drawback of this island detection strategy is the reduction of
the power quality due to the introduction of electrical disturbances. On the other hand, its
performance may be sub-optimal due to the countering effect of multiple DGU acting on the
same island detection scheme [56].

Since ADMs operate by introducing an electrical disturbance, the analysis of the variable of
interest is done after the disturbance is introduced. The work presented by Bakhshi-Jafarabadi
& Sadeh [133] analyzes the active power output of a grid-connected photovoltaic system after
a disturbance is introduced in the d-axis reference current of an inverter in a closed system,
causing ripples in the voltage level of the microgrid if the island conditions are met.

A similar approach is taken by Murugesan & Murali [134], where the introduced disturbance
is changed from the reference current’s d-axis to the q-axis, leading to the analysis of the
frequency response to indicate a grid-connected or island operation. Another approach is
taken in[135], where a q-axis current disturbance is injected to achieve a decentralized island
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detection algorithm, the authors state that the ADM is capable of detecting the island con-
ditions within the 160 ms mark with minimum effect on the delivered power quality by the
interfaced DGUs.

Another example of an ADM is proposed in [136], where a harmonic current disturbance-
based method is proposed, in this case, harmonic distortion is periodically introduced by
modifying the output impedance of the interfaced inverters. The authors state that the pro-
posed ADM can be used in a multi-inverter system without major interference since the
harmonic order of the disturbance can be changed for each DGU. However, it is seen that
the introduction of non-linear loads can affect the performance of the proposed method. In
addition, the proposed ADM is shown to introduce a THD percentage than the allowed by
the IEEE Std 519-2014 [137], Overall, the proposed ADM achieves a decentralized opera-
tion with setbacks such as the amount of THD and the long detection time of 3.3 seconds, 1.3
seconds more than the recommended by the IEEE standard 1547.4-2011 [122, 56].

ADMs fulfill the operational requirements for a decentralized system by not bounding their
operation to a communication link, however, the introduction of disturbances that promote the
degradation of the energy quality due to their operating nature can represent a future threat
in the island microgrids with a volatile stiffness level. On the other hand, common PDMs
still require the presence of a communication link to complete their islanding algorithm as
in [129], where the proposed algorithm requires information about the load power demand, a
critical data point that may not be available in a fully decentralized system. Therefore, other
proposals have emerged where two of the three categories are merged into a hybrid island
detection algorithm.

3.9 Hybrid Detection Methods

To minimize these shortcomings HDMs are proposed as a combination of island detection
strategies. Figure 3.2 shows these strategies can be combined to form the fourth category of
HDMs.
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Fig. 3.2: Hybrid detection methods Venn diagram

Commonly, HDMs are classified as series or parallel. Series methods comprise two detection
layers: a PDM or an ADM, and a high-level monitoring-based strategy. Only when the mon-
itoring layer detects an islanding event, the PDM or ADM is activated to verify, limiting the
ADM disturbances as they are only needed if the first condition is met, and minimizing false
tripping. However, the detection time increases if a window-based technique is used at the
second layer. A parallel configuration comprises both detection layers running concurrently,
generating a tripping signal if both “agree” on a disconnection event. However, this con-
figuration combines the weaknesses of the selected methods [56, 57]. Indeed, the detection
systems are improved by combining different strategies, but some of the advantages can be
lost as well. Figure 3.3 shows the flow diagram of how the operation of HDMs is carried out
in a series configuration.
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Fig. 3.3: Series configuration of HDM

Alternatively, a parallel architecture can also be implemented by having two different island
detection methodss operating at the same time, and only tripping when both agree on the
presence of an island condition. However, parallel configurations comprise both detection
layers running concurrently and generating a tripping signal only if both agree on a discon-
nection event can compromise even further the reliability of the HDM. In addition, this con-
figuration combines the weaknesses of the selected methods [56, 57]. Indeed, the detection
systems are improved by combining different island detection strategies. However, some of
the advantages can be lost as well, e.g., ADMs not requiring a communications layer might
be combined with communication-based methods. Figure 3.4 shows the flow diagram of a
parallel HDM.

For example, the work presented in [56] proposes combining a PDM and an ADM in a series
configuration. The ADM was placed at the second layer to minimize its polluting actions and
avoid false tripping. The PDM strategy monitors the ROCOV and the rate of change of the
voltage harmonic content at the PCC. A voltage index is then calculated as the negative and
positive sequences ratio of the delivered voltage. Subsequently, by comparing the obtained
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voltage index to a previews voltage index value, a percentile delta can be computed, this per-
centile delta between the two values is exactly correspondent to the difference in one cycle
of the fundamental frequency. The total harmonic distortion index is then calculated by ob-
taining the percentile difference of the harmonic content in one fundamental frequency cycle.
Then percentile differences can be compared to a specific threshold, however, the authors do
not provide further information on how the threshold values are obtained. Overall, the pro-
posed method is capable of detecting the island event in 138 ms with minimum disadvantages
such as the injection of polluting by the ADM.

 

Fig. 3.4: The parallel configuration of HDM

Pouryekta et al. [52] present an RDM paired with a PDM in a series configuration. Their
objective was to minimize the NDZ and provide fast detection with added reliability. The
chosen RDM was based on the detection of injected signals through the power-line, while the
PDM is based on a ROCOV method. The ROCOV the voltage index to obtained based on
the rate of changes of the voltage phase angle during the defined time window, the analyzed
HDM successfully identifies the disconnection event in 200 ms. Nonetheless, the method
relies heavily upon a communication infrastructure due to the presence of an RDM, meaning
that a fully decentralized system can not be achieved by relying on this detection method.

As an example, Ganivada et al.[138] propose an HDM formed by an ADM and an RDM based
on provoked frequency disturbances by modifying the d-axis current reference. The proposed
island detection method is tested for a photovoltaic system feeding a three-phase RLC load.
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The proposed ADM adopts a communication infrastructure to imitate the injection of hinder-
ing electrical disturbances, this is achieved by having two frequency disturbance recorders
at the interfaced power electronics device terminal and the nearby substation, whenever fre-
quency slips are detected a communication signal is received at the DGU side, activating the
ADM. Overall, this HDM is able to identify the islanding event in 170 ms.

Finally, Bakhshi-Jafarabadi & Popov [139] introduced an HDM based on the series combi-
nation of a PDM and an ADM. The PDM is based on a ROCOV technique that monitors
the voltage at the PCC. If a defined threshold is surpassed, the ADM verifies by distorting
the reference current d-axis. Then, the active power is analyzed for any variation that would
indicate an island operation. Overall the method is effective in detecting the island condi-
tion within 300 ms in large power mismatch scenarios, however, in cases of small and active
power mismatch, the analyzed method can underperform and extend or neglect the presence
of island conditions.

Despite the advantages that come with hybrid detection methods, it is important to notice the
future operational challenges of their implementation of these techniques in fully distributed
microgrids, all hybrid methods include at least one island detection layer which operation if
bound to critical data that can only be obtained through an established communication net-
work. Therefore, its implementation in future systems will be unfeasible, requiring methods
that operate only in a “local´´ fashion such as ADM. Nonetheless, the pollution nature of
these strategies can also have a negative effect as previously discussed. In any case, there is
a need for “locally´´ driven island detection methods that do not compromise the quality of
the delivered energy.

Indeed, by combining various island detection strategies the disadvantages and hinder effects
can be minimized. However, some of the advantages can be lost as well, especially the non-
communication dependency of ADMs by binding their performance to communication-based
methods. The independent nature of ADM makes it ideal in the decentralization goal of the
DGUs, creating more reliable and intelligent generation agents by eliminating one more task
that depends on an established communication network.

3.10 Test systems for island detection

Although many island detection algorithms have been introduced over the years, they were
evaluated under different configurations and test-beds, hindering a direct comparison and the
evaluation of new techniques. In order to effectively locate this work’s proposal, the relevant
literature was reviewed, from which three test-beds stand out:

1. Standard microgrid model. Usually, the IEEE 34-bus model is adopted.
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2. Microgrid equivalent model. The structure shown in Figure 4.8 is used to emulate
a simplified microgrid, using a three-phase parallel RLC load. Such a structure is
recommended in the IEEE Std. 929 and IEEE Std. 1547 [140, 141] to test islanding
detection algorithms.

3. Proprietary system. A specific model that fits some desired microgrid specifications.

It would result obvious that results coming from different test-beds can not be compared di-
rectly. Since the first category treats directly with an established microgrid model, it would
appear to be logical that all tests should be conducted using the established systems. How-
ever, the lack of availability of the IEEE 34-bus model can be a huge limiter towards the
homogenization of the islanding tests. Alternatively, the use of a proprietary system is even
more limiting in availability for the purpose of validating current proposals under the same
system.

For that matter, the literature has adopted the microgrid model equivalent represented by a
three-phase RLC parallel load. As this last test-bed (three-phase RLC load) is being used
to validate current proposals, it offers the easiest implementation and is readily replicable,
therefore, it is the one considered in this work. Table 3.1 enlists other reported proposals
divided into the mentioned categories.

It is important to notice that it was reported a detection time of 2.56 ms in Table 3.1; however,
it was confirmed by simulated tests only [142]. Although that work also included an experi-
mental section, it failed to demonstrate the same level of effectiveness and did not report any
experimental detection time. Additionally, the proposed PDM was intended for intentional
disconnection events.
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Table 3.1: State of the art review of islanding detection systems.

Test system
Type of

detection
method

Island detection
strategy

Detection time
Simulation
validation

Experimental
validation

Reference

IEEE 34
Bus model

PDM
Voltage unbalance
and Current THD

129 ms yes no [143]

PDM PMU monitoring N/A yes no [144]

3 phase
RLC load

PDM Active ROCOF 100 ˜ 200 ms yes no [129]

HDM
ROCOV, Voltage THD,

and reactive
power mismatch

138 ms yes yes [56]

ADM Frequency drifts 140 ms yes yes [145]

PDM
Voltage and

frequency drifts
2.56 ms yes no [142]

Proprietary
system

HDM
Voltage Threshold and

MPPT disturbance
300 ms yes yes [146]

PDM ROCOV 200 ˜ 300 ms yes no [131]

HDM
Power line signal
and Voltage phase

200 ms yes yes [52]

HDM
ROCOV and
d-axis current
disturbance

300 ms yes no [139]



Chapter 4

Proposed Solution & Methodology

4.1 LC filter optimization proposal

4.1.1 Bounded LC filter tuning procedure

Given the possible methods to obtain the LC filter values and the need for the system char-
acteristics in the LC filter design, another approach is suggested where the system charac-
teristics are not essential to obtain the values of the LC filter. Moreover, this new approach
focuses on a desired design response of the VSI voltage output during and after a transition
event. The system is tested through an extended number of LC filter parameters where the
attenuation of the harmonics can be evaluated. The tests are exhorted to search for such a
correlation of values that meet the IEEE STD 519-1992 on harmonic limits for a THD aver-
age below 5% and maintain a voltage within the ± 5%. All the performed tests evaluate the
attenuation performance by computing the THD during and after the transition event occurs
through equation (4.1).

THD =

√∑∞
n=2 V

2
n rms

Vfund rms

(4.1)

Where Vnrms is the measured n = 8 harmonic voltage component and Vfundrms is the mea-
sured fundamental frequency RMS voltage. The bounded region is dictated by the constraints
in (4.2) and (4.3) highlighting the filter parameters that meet the desired constraints to form
a bounded region of values as shown in figure 4.1.

0% ≤ THD ≤ 5% (4.2)

0.95× VRMS ≤ Vout ≤ 1.05× VRMS% (4.3)

73
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Fig. 4.1: Correlation of filter parameters and the THD output by the VSI after disconnection

figure 4.1 shows two sets of colored points, the points colored in green represent the com-
bination of inductance and capacitance required by the LC output filer to meet the IEEE Std
519-1992 on harmonic distortion, while the points highlighted in red represent the filter pa-
rameters that guarantee a voltage delivery level within the allowed ± 5%V. The Z-axis shows
the THD average measurement at the PCC after the transition event occurs with the tested
combination value for the LC filter. An optimization process using Genetic Algorithms is
later implemented over the bounded region formed by the set of points that satisfy the system
constraints on harmonic distortion and maximum voltage deviation of ± 5%, this optimiza-
tion region is shown in figure 4.2. All simulations are carried out using MATLAB Simulink
and the simulation parameters are listed in Table 4.1.
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Fig. 4.2: Optimization Region for LC filter parameters after disconnection

Table 4.1: Simulation parameters

Parameter Value

Sample time 20µs

Solver ode4 runge kutta
Matlab Version 2020a

Clock rate 2.8 GHz

4.2 Microgrid Transition Case Study for LC filter analysis

4.2.1 LC filter optimization test-bed

To test the impact of the transition from a connected to autonomous operation in the LC
output filter of a VSI fed microgrid, this work makes use of the IEEE 13 node test feeder. This
particular system consists of 10 lines connecting 13 buses, with a radial distribution network
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configuration, the system includes a generation unit, and different linear and nonlinear load
configurations consisting of ∆ and Y types in constant PQ, impedance, and current behavior;
within the system, the loads have voltage and power unbalances and one transformer in a Y
-Y configuration is included.

For practical purposes, the nominal RMS voltage is defined as balanced across the three-
phase system for the different loads in the IEEE 13 node test feeder model, a breaker is
added in the 650 node acting as the PCC between the utility grid and the microgrid, a VSI
is added in the 650 node to feed the loads after the grid disconnection. The overall system
specifications are brought down by a factor of 0.1 to feed the system with a single DGU with
a 10KW rating without major voltage sags. According [147], an output voltage of 240V has
been used for small photo-voltaic-based generation microgrids, hence, the nominal voltage
is then scaled to 240V RMS with an operating frequency of 60Hz. Figure 4.3 illustrates the
system configuration used in this work.

Power Grid
PCC

LC filter

+
-

VDC

LfLf

Cf

632

633 634645646

611

652

680

692 675

671684

632

650

IEEE 13 Node

Fig. 4.3: Modified IEEE 13 node test feeder

The power grid is simulated by a constant three-phase generator in the Y grounded config-
uration, the simulated power grid feeds the system with a balanced three-phase line to line
voltages in a swing generation type. The integration of VSI in a microgrid is a widely studied
subject as reviewed in the literature, according to [80], three different control schemes for
a VSI can be implemented in the microgrid system. Grid-supporting mode allows a VSI to
operate in both modes of operation, acting as a grid-feeding unit in a connected state and
switching to a grid-forming unit in autonomous operation of the microgrid.
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The implemented VSI is set to operate under a grid-supporting control scheme. The grid-
support control architecture includes three different control layers with different control ob-
jectives, all control layers in the grid-supporting architecture use local voltage, current, and
power system measurements to compute the control signal output. However, the three control
strategies are gain-dependent, where Proportional Integral (PI) controllers can be found in the
external voltage and internal current control loops. Since the correct tuning of the gains is not
the objective of this work, the different gains for the PI controllers are tuned by the trial and
error method. The VSI is fed by a constant DC source, later, SVPWM is used and controlled
to give the switching signals to the VSI in order to meet the desired voltage reference. The
attenuation of the high order harmonics resulting from the switching signals is performed by
the LC output filter implementation.
As a case study, the LC filter parameters are tested in the proposed microgrid system de-
scribed in Section 4.2.1. Consisting of a modified version of the IEEE 13 node test feeder to
test the disconnection effect over the VSI’s LC filter performance. The microgrid’s LC filter
values were obtained through two different approaches. The first approach sorts to a design
procedure proposed in [113], this design methodology is selected due to the fulfillment of the
IEEE Std 519-1992 on harmonic distortion, the obtained LC filter can be calculated according
to the set of equations (4.4) and (4.5)

L =
RLm

ω1

√
α2 − ω4

1

ω4
r

(4.4)

C =
1

RLm

√
ω1
1

αω4
r − ω4

1

(4.5)

The equations used to obtain the LC filer are dependent on system variables such as max-
imum load, fundamental frequency, cutoff frequency, and resort to a design coefficient that
depends on the switching frequency and the maximum ripple current, RLm, f1, fr, and α

respectively. Table 4.2 shows the system parameters used for the calculation of the LC filter.

Table 4.2: System parameters for LC filter calculation

Variable Value

Vout 240 VRMS
fs 3 KHz
f1 60 Hz
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4.2.2 Optimization Problem Formulation

Calculating a set of LC filter parameters able to output the desired THD at the instant of the
transition is an unfeasible mathematical task. Therefore, an optimization methodology over
a series of system tests is required to guarantee the filter performance in such conditions.
The second approach optimizes according to a bounded region of LC filter values shown in
figure 4.2 to obtain the LC filter values that satisfy the tuning constraints using GA optimiza-
tion. For a connected and autonomous operation of the microgrid, the problem constraints
are as follows.

0% ≤ THDm ≤ 5% (4.6)

0% ≤ THDt ≤ 12% (4.7)

Lfmin ≤ L ≤ Lfmax (4.8)

Cfmin ≤ C ≤ Cfmax (4.9)

Where Lfmin and Lfmax correspond to the minimum and maximum possible value for the
filter inductor, and Cfmin and Cfmax the values that restrain the possible capacitor values.
THDm is the average measured THD in the voltage output signal after the transition, THDt

is the THD measured at the instant of the transition event, this constraint is set according to
the standard IEEE Std 519-2014 which states that a maximum of 12% THD is allowed over
a maximum period of 3 seconds [86].

The objective function is defined as a weighted sum of the three design parameters for the
filter. The geometrical area formed by the capacitor and the inductor values in the XY

plane of figure 4.2 is considered as the main design criteria since the size of the components
matter in final physical system implementation and are a crucial factor to minimize the system
cost [148]. The formed geometrical area can be easily defined as (4.10).

Area = L× C (4.10)

The second design parameter is the THD produced during and after the transition event. To
meet the standards IEEE Std 519-2014 and IEEE Std 519-1992 the system’s THD is evaluated
using equation (4.1) up to the 8th harmonic. Since the latter is already guaranteed by the
bounded region of values shown in figure 4.2 its emphasis is reduced in the optimization
problem, hence, the variable TDHt has a greater weight in the final objective function.

The third design parameter is the bandwidth of the filter. As demonstrated in Section 2.3.1,
the voltage ripple attenuation due to high switching frequencies of the VSI depends on the
bandwidth of the implemented LC filer, thus, one of the optimization objectives is to mini-
mize the bandwidth by the given LC filter without compromising the overall component size
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of the filter and the disturbance response of the VSI. Each bounded filter parameter is eval-
uated in the frequency domain by following the second-order transfer function (4.11), and
finding the bandwidth (BW) at the −3 dB points.

G(s) =
1

LCs2 + 1
(4.11)

The final objective function is then formulated as the weighted sum of the three design con-
straints and formulated in equation (4.12).

Fobjective = min(k1Area+ k2(0.2× THDm + 0.8× THDt) + k3BW ) (4.12)

Where k1, k2, and k3 represent the weights empirically assigned and fixed to each design
constraint, the value of 0.7 is assigned to the coefficient k1 which has a greater impact in
the optimization process for an overall cost reduction [148], while 0.2 and 0.1 are chosen
for the k2 and k3 variables. The GA optimization procedure is carried out with a population
vector size of 25 with a uniform mutation vector equal to 0.01. The constraint and function
tolerance are declared as 1 × 10−6. The result of the bounded GA optimization procedures
and the obtained LC values through conventional design methodology calculations are listed
in Table 4.3.

Table 4.3: LC filter values in different approaches

Component Calculated GA Optimization

L 0.0108 H 0.0131 H
C 0.158 µF 50.506 µF

To validate the optimization results for the filter during a transition event in the modified
IEEE 13 node test feeder described in Section 4.2.1, a comparison between the calculated
values is done in a disconnection scenario. All tests and simulations are performed using
MATLAB Simulink software in discrete time-space. The simulation is fixed to a 20µs step
size with ode4 (Runge-Kutta) as the selected solver for the simulation, simulation time is set
to 5 seconds.

The microgrid Voltage and frequency are measured at the PCC node, with a transition event
programmed at 0.12 seconds within the simulation time, the RMS line to neutral voltages
are set to 240V RMS for each phase with an equal 120o phase angle between each line.
The transition is event is programmed to disconnect the three phases simultaneously, hence,
entering in autonomous operation. The VSI is connected to a constant DC source of 600V ,
the control creates the switching signals to the IGBT-based PC using SVPWM, the switching
frequency is selected for a medium power standard to a 3Khz value according to the IEEE
Std 519-1992.
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4.3 Island Detection Proposal

Since the evolution of microgrids is expected to result in decentralized systems with minimal
communication dependencies to increment the system reliability, some management mecha-
nisms are required to migrate to a local format capable of operating along with the distributed
nature of the many agents within the microgrid system. Some systems have already been mi-
grated to cope with this distributed nature, such as the example of power controllers that
were first introduced as a part of a control system based on a communication network. How-
ever, the evolution toward decentralized systems forced the adoption of decentralized power
controllers based on droop control strategies. This evolution also motivates the transition of
other control and management techniques such as secondary controllers and island detection
strategies.

As reviewed in Chapter 3, the many proposals behind the island detection paradigm are
far perfect. The communication dependencies frustrate the evolution of these management
mechanisms towards becoming decentralized and distributed. On the other hand, the disad-
vantages of polluting the electrical network can have a severe effect on the delivered power
quality and the long-term use of these methods, which can also represent a threat for the as-
sociated consumption agents within the microgrid system. Hence, this work proposes a novel
island detection method that can cope with the distributed nature of DGU without relying on
the contamination of the electrical network, the proposed solution is only based on available
local measurements, basing its operation o the estimate and rate of change individual droop
characteristics. This chapter dives deeper into the development of this proposal.

In addition, this Chapter also explains in more detail the test system used to validate the
proposal of this work, multiple test scenarios are taken from the reviewed literature to test
the performance of the proposed algorithm, these are later explained further in this Chapter.
Also, the simulation test-beds are assembled, both, digital and RT simulation test-beds are
explained in detail as the simulation parameters used in both simulation environments.

4.4 Islanding detection Algorithm based on Droop Charac-
teristics

The proposed algorithm is based on the power-frequency drooping characteristics of the gen-
erating elements the microgrid takes its power from. Drooping is a natural phenomenon
associated with turbines’ loading at conventional power plants, and alternative sources com-
monly use the virtual synchronous generator approach, where the drooping characteristics
are imposed by design depending on the DGU rating [80]. It mainly implies that the gen-
erating source will degrade its rotating speed as it becomes electrically loaded; exhibiting a
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linear, inverse relationship between the taken active power and the output frequency.

The main grid is stiff as it is supported by multiple, massive generators, implying that its
drooping will not be noticeable because the connected loads (and DGUs) are always relatively
small. Then, it is expected that in grid-connected operation, the microgrid behaves like a
stiff network for which power variations do not affect the main frequency. Nonetheless, in
island operation, the microgrid relies on limited DGUs comprising a “weaker” grid with
clear drooping characteristics. Then, the stiffness of a microgrid is variable as it transitions
between connected and islanded states, showing different droop characteristics (slopes) as
illustrated in Figure 4.4. This would indicate that a change in the estimated slope can be used
as a local islanding detection event, eradicating the need for a communication infrastructure
or the introduction of disturbances by ADMs.

For example to preview statement, in an autonomous operation, the obtained slope corre-
sponding to the microgrid droop characteristics would be determined by the “no-load”, “full-
load” points, and the active or reactive power rating. However, in a connected configuration,
the resultant slope value would be seen as zero due to the connection to the infinity bus of the
power grid as illustrated in figure 4.4. Presumably, a faster response time to islanding events
can be assumed if each DGU is able to detect this change on its own.

As a brief description, the proposed Local Island Detection (LISD) algorithm consists of
the constant monitoring of local electrical variables with the purpose of finding their linear
approximation that can be linked to individual droop characteristic mp, corresponding to the
active power vs frequency droop scheme. This linear approximation is implemented with a
simple linear regression algorithm that computes the individual mp value and determines the
operational state of the microgrid based on its percentile jump to any electrical disturbance.
The droop diagram of an island DGU indicates that for each frequency point fop corresponds
a unique power delivery Pg, due to the increased grid sensibility of an island system, several
frequency data points can be acquired and paired with their corresponding power delivery
points in the XY droop plane.
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Fig. 4.4: Islanding detection through droop control characteristics

In more detail, the droop slope is noted by the variable mp, this variable correlates the de-
livered active power Pg and the frequency of operation fop in a linear fashion, meaning that
every active power point in the x-axis, corresponds to a unique frequency point in the y-axis
of the droop plane. Lastly, fnl is known as the no-load point where the delivered active power
is understood as zero, this point is defined as the maximum allowed frequency of the system.
When the estimated slope is undefined, the frequency value is then driven by the main grid,
this grid-driven frequency is noted by the variable fbus. The resulting line crosses the vertical
axis at fnl, the no-load point, where the delivered active power is zero. This point is defined
as the maximum allowed frequency of the system. If mp ≈ 0, the operating frequency is that
of the main grid; then, fop = fbus ∀Pg.

The proposed LISD monitors local electrical variables to find the said linear approximation,
i.e.,

fop = mpPg + fnl. (4.13)

This linear approximation is implemented with a typical linear regression algorithm which
determines the operational state of the microgrid based on mp changes. In an island state, the
system is prone to exhibit operating variations; out of this, the bijective relation between fop
and Pg can be analyzed.

The first stage of the proposed algorithm consists in constructing a defined stacked data set
of the active power and frequency measurements by using delay units up to a desired delayed
time value represented by the variable γ. Then, the stacked data sets are evaluated using the
simple linear regression algorithm in a matrix configuration. The matrix that corresponds to
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the collected data on the active power delivery points is represented by the matrix P , whereas
the matrix containing the corresponding frequency points is represented by the matrix F .
The matrix A contains the “no-load” and estimated slope points that better represent the
linear droop equation of the DGU. Finally, the E matrix represents the error between the real
and the approximated frequency values. These matrices represent the linear regression matrix
equation in (4.14).

A =
[
m̂p[k] f̂nl[k]

]⊤
F =

[
f(t) f(t− 1) · · · f(t− γ)

]⊤
P =

[
1, P (t) 1, P (t− 1) · · · , · · · 1, P (t− γ)

]⊤
E =

[
(t) e(t− 1) · · · e(t− γ)

]⊤
(4.14)

In a sense, a shift-register is populated with input sampled data pairs (f [k], P [k]), where
k ∈ N represents the kth sample of the signals, clocked at a given sample time Ts. Only
n ∈ N samples are stored, then, one can build the vectors

F =
[
f [1] f [2] · · · f [n]

]⊤
P =

[
P [1] P [2] · · · P [n]

]⊤
. (4.15)

The performance of the proposed algorithm is constrained to the algorithm’s resolution given
by Ts, n, and τ . By increasing Ts the linear regression improves; however, the detection
time significantly increases. On the other hand, the detecting time can be improved with
low τ ; nonetheless, it could also create false triggering signals. In the end, there is a trade-
off between detection time and regression precision. The quadratic error threshold plays an
important role in the amount of data that is further processed.

Where in matrix P, the P (n) value is the currently active power measurement while the sub-
sequent data points are given up to the P (n− γ) value. In the same fashion, the F matrix is
formed following the staked limitation imposed by the variable γ. Consequently, the follow-
ing step is to solve (4.16) for the matrix A which contains the desired droop characteristic
value of the generator, mp. Then, the solution for the simple linear regression is given in
(4.17). Then the final form of the solution for the matrix A is then given in (4.18), depending
only on the matrices formed by the collected frequency and active power data points.

F = PA+ E (4.16)
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A = (F′⊤F′)−1(F′⊤P) (4.17)

The expanded solution of (4.17) for line parameters is defined as:[
m̂p[k]

f̂nl[k]

]
= (F′⊤F′)−1(F′⊤P) (4.18)

where F′ =
[
F | 1

]
, i.e., a column with ones was appended to F.

Once the solution for the matrix A is obtained, the estimated droop characteristics m̂p[k] and
f̂nl[k] are used to compute an estimated running frequency point which is then compared to
the real frequency of the system, this comparison results in an error that is evaluated in its
quadratic form, if the quadratic error is greater than the desired tolerance represented by the
variable e∗, then it enables the continuous operation of the droop characteristic estimation
block. However, when the quadratic error is below the tolerance e∗, the estimated droop
characteristic values are held and used for the following steps of the proposed algorithm. This
enabling signal of the estimation block is crucial to avoid falling in a permanently connected
state according to the LISD due to the weight a single data point would acquire, pulling the
linear regression to a zero slope condition.

The line estimator includes a mechanism to discard incorrect or inessential estimates and
avoid the zero slope condition. That is if no operating changes occur in the grid and F and
P hold the same value n times, equation (4.18) will diverge and output non-numerical data.
Programming languages are capable of detecting such issues (normally using a not-a-number
value). Therefore, if divergence is detected, the estimated values are forced to

m̂p[k] := m̂p[k − 1], f̂nl[k] := f̂nl[k − 1]. (4.19)

Initialization is also needed, i.e., m̂p[1] and f̂nl[1] must hold a value provided beforehand.
Finally, a frequency estimate f̂ [k] is computed using (4.13) with m̂p[k] and f̂nl[k], and the
estimation error

e =
(
f [k]− f̂ [k]

)2

(4.20)

is used to detect relevant changes, i.e., operating conditions incompatible with the estimated
droop characteristic. The regression algorithm is only enabled if e > e∗, a threshold constant
decided by the designer. The complete estimator is shown in Figure 4.5.
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Fig. 4.5: Block diagram of the proposed linear regression algorithm.

In order to detect the islanding condition, the LISD computes the relative variation ∆m̂p

between estimated slopes separated by τ samples (4.21).

∆m̂p =

∣∣∣∣m̂p[k]− m̂p[k − τ ]

m̂p[k]

∣∣∣∣ . (4.21)

Clearly, if ∆m̂p > ∆m̂∗
p, a threshold constant set beforehand, the LISD triggers an islanding

signal. It is possible for the system to vary mp, mostly due to changes in DGUs operation.
Then, ∆m̂∗

p should consider an admissible interval representing island scenarios. The entire
algorithm is represented in Figure 4.6.

The performance of the proposed algorithm is constrained to the algorithm’s resolution given
by Ts, n, and τ . By increasing Ts the linear regression improves; however, the detection time
significantly increases. On the other hand, the detecting time can be improved with a low
τ ; nonetheless, it could also create false triggering signals. In the end, there is a trade-off
between detection time and regression precision. Also, the quadratic error threshold plays
an important role in the amount of data that is further processed. These considerations are
discussed in the sequel.



CHAPTER 4. PROPOSED SOLUTION & METHODOLOGY 86

Fig. 4.6: Proposed local islanding detection algorithm flow diagram.
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4.5 Constant Power approach for DGU control

Since the interfaced DGUs are expected to be operating under a grid-connected scheme prior
to disconnection, a constant power approach is used to control all DGUs as done in [56].
This control strategy aims to deliver a constant amount of active and reactive power (P and
Q, respectively). It comprises a cascaded control loop that computes the necessary inverter’s
outputs to uphold the measured power to given set-points, i.e., P ∗ and Q∗ (see Figure 4.7).
The instantaneous active and reactive powers are computed through

P̂ = V⊤
dqIdq, Q̂ = V⊤

dq

[
0 −1

1 0

]
Idq (4.22)

where Vdq = TVabc and Idq = TIabc, being Vabc and Iabc the three-phase voltages and
currents sensed at the DGU’s output, and T the Park transformation aligned to the α axis.

T =
√

2
3

[
cos(θ̂) cos(θ̂ − 2π

3
) cos(θ̂ + 2π

3
)

− sin(θ̂) − sin(θ̂ − 2π
3
) − sin(θ̂ + 2π

3
)

]
. (4.23)

In addition, a three-phase phase-locked loop (PLL) is used to track the voltage’s frequency f

and phase θ at the DGU’s output (a MAF-PLL was used in this work [149]). The estimated
phase θ̂ is used as an input to (4.23), whereas the estimated frequency f̂ and the previously
computed P̂ are fed to the proposed LISD.

Fig. 4.7: Control block scheme for interfaced DGU and proposed LISD.
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The control loop comprises a parallel PID arrangement that processes the d and q components
individually, first using the power error to compute current set-points, i∗d and i∗q , and then the

current error to output the required inverter’s voltage, i.e., V∗
dq =

[
v∗d v∗q

]⊤
. In this work,

a 3-phase 2-level inverter was considered together with a space-vector PWM technique. To
provide the three-phase input required by the switching technique, V∗

abc = T−1V∗
dq was

computed as shown in Figure 4.7. Finally, the PID controllers were tuned by trial and error
(a customary practice) with the help of the simulated test-bed. The reader is referred to [56]
where the described controller is presented in depth.

4.6 The 3-phase RLC load testbed

Such a test system is illustrated in Figure 4.8, comprising one or many DGUs connected to
the power grid, depending on the test scenario. The enabled DGUs feed a single three-phase
parallel RLC load at Bus 1. Each enabled DGU comprises a three-phase two-level voltage
source inverter (VSI) operating under constant-power conditions.

Local 
Load

Fig. 4.8: Basic test system schematic, from a single DGU to n number of DGUs

The employed test systems are illustrated by figure 4.8, it consists of a single DGU con-
nected to the power grid while feeding a single three-phase parallel RLC load represented



CHAPTER 4. PROPOSED SOLUTION & METHODOLOGY 89

by Bus 1, the dynamic of the DGU are of a three-phase two-level inverter operating under
constant power output conditions. The power control block scheme is shown in figure 4.7,
where the three-phase voltages and currents are taken from the inverter output and processed
to obtain the dq components through a park transformation block, a three-phase PLL block is
used to squeeze the running frequency value necessary for the proposed islanding detection
algorithm; for further information regarding the low-level power control, see the described
control configuration in [56]. Lastly, the employed system has its unique point of connec-
tion to the grid, indicating the operational state of the microgrid. Furthermore, the LISD
algorithm, which is the proposal of this work, is represented by the LISD black box in the
illustration and fed with the running frequency and calculated active power.

As commented in Chapter 3, such a test system is not only used by other works in the liter-
ature but is also recommended for islanding detection tests by the IEEE Std. 929 and IEEE
Std. 1547 [140, 141]. It comprises one or many DGUs connected to a single bus feeding a
three-phase parallel RLC load. Each enabled DGU comprises a three-phase two-level voltage
source inverter (VSI) operating under constant-power conditions [56].

Due to the easy implementation and high flexibility of the described test systems, some sec-
ondary tests become available to guarantee a safe performance. Other electrical agents can
add disturbances coming from large load switching, nonlinear load integration, and voltage
dips on the power grid side. Those disturbances are prone to cause the wrong triggering of
the island detection technique, enabling the testing of false positives. Such secondary tests
are described later in Section 4.7.

4.7 Validation protocol cases

The elaboration of a test protocol to homogenize the results of various proposals in equal
conditions has been designed in this section. In this manner, the detection time, introduction
of electric disturbances, and false island detection results can be compared equally under the
same operating conditions. This test protocol can be applied in off-line and RT simulation
conditions. The performance tests consist of the verification of the functionalities within
scenarios that can trigger false islanding signals to corroborate the performance in simple
disconnection events even in a multi inverter configuration to demonstrate that the algorithm
under test is capable of withstanding common circumstances within today’s microgrid im-
plementations. The system used for validation of islanding algorithms consists of a single
DGU feeding a three-phase RLC load in a grid-connected configuration, to later enter into an
island state at t = 1.4 seconds of the simulation. This system is shown in figure 4.8.

All disconnection, load integration, and voltage dip events should be programmed to happen
at the same instant for off-line simulations, in the case of an RT implantation, these events



CHAPTER 4. PROPOSED SOLUTION & METHODOLOGY 90

should be treated as triggering events to correctly measure the detection time in disconnection
cases. These cases are further described and noted in Table 4.4. The expected results of the
validation test should fall under two possible outcomes, “triggered” and “not triggered”, the
former indicates that an island condition is detected by triggering the island detection signal,
the latter outcome implies that the island condition has not been detected. For islanding
events, the former outcome must occur while the latter should only be obtained in scenarios
that test the reliability of the islanding algorithms through disruptive events.

Overall, these performance tests are required to verify the correct operation of the islanding
detection algorithm, especially in scenarios that could cause false or real triggering signals.
For instance, dynamic changes within a connected microgrid must not trigger an islanding
event. Similarly, a disconnection must trigger it within 2 s according to the IEEE standard
1547.4-2011 [122]. Finally, to cope with current and expected microgrid operating condi-
tions, multiple DGUs (multi-inverter configuration) must be tested together.

The reported testbeds based on an interfaced three-phase RLC load (see Table 3.1) validate
their proposals differently. For example, the work reported in [129] presents load switching
tests, including resistive, inductive, and capacitive load switching scenarios. Similarly, the
work presented in [145] tests different quality factors on the interfaced RLC load. In con-
trast with these proposals, the work reported in [142] conducts a validation test addressing
the dynamics of two interfaced DGUs, feeding a single three-phase RLC load; however, it
did not analyze switching load conditions. Lastly, the work presented in [56] considered the
dynamics of load switching scenarios, grid faults, and the interaction of multiple DGUs. De-
spite the differences, all reported test-beds comprise one or multiple DGUs feeding a single
three-phase RLC load in a grid-connected configuration as shown in Figure 4.7.

In an attempt to aggregate the reported test conditions, the proposed test protocol consists of
5 different cases [56]:

• Case 1: Simple disconnection event with a single DGU.

• Case 2: Large load integration in grid-connected mode.

• Case 3: Non-linear load integration in grid-connected mode.

• Case 4: Voltage dip on the supply system.

• Case 5: Simple disconnection event in a multi-inverter system.

The details about each case study are analyzed next so that the detection time and false island
detection results can be compared under fair conditions. As the test-bed and its parameters



CHAPTER 4. PROPOSED SOLUTION & METHODOLOGY 91

are those used in [56], the obtained results would be directly comparable to that work. More-
over, the results in [56] were proven superior to another typical detection approach proposed
in [150], making the comparison twofold. As the used test-bed is the one recommended by
the IEEE Std. 929 and IEEE Std. 1547 [140, 141], the present results could be compared in
the future with new proposals.

The details about each case study are analyzed next so that the detection time and false island
detection results can be compared under fair conditions. It is worth mentioning that all cases
are verified in simulated and experimental tests later in this work.

4.7.1 Case 1: Simple disconnection event with a single DGU

The disconnection occurs at a specific time during the test. By opening the PCC, the single
interfaced DGU assumes the task of feeding the connected RLC load. For this disconnec-
tion scenario, it is expected that the tested LISD triggers an islanding signal within the 2 s
according to the IEEE standard 1547.4-2011 [122]

4.7.2 Cases 2 and 3: Load integration in grid-connected mode

The incorporation of new loads, especially large and nonlinear loads, can cause small fre-
quency ripples when connected to the microgrid, even in a grid-connected configuration.
Those ripples may trigger a false islanding signal.

In more detail, case 2 integrates a large load equal to half of the original power demand,
while case 3 integrates a three-phase rectifier feeding a load equal to half of the supplying
power demand (nonlinear load integration). Both tests integrate their corresponding load at a
specific instant. It is the objective of this case to evaluate if the proposed algorithm can avoid
producing false tripping signals due to the caused frequency ripples.

It is important to highlight that in island detection strategies that require some comparison
against a specific threshold, false tripping is possible during load variations. In the context of
the proposed LISD, the frequency ripple created due to the load integration leads to variations
in the estimated droop characteristic of the generator. Then, false tripping could occur if
∆m̂∗

p is set incorrectly. Such threshold can be obtained by executing this test and obtaining
the maximum variation of ∆m̂p.

4.7.3 Case 4: Voltage dip on the supply system

Case 4 treats with the effect of any grid faults that do not cause an islanding event, a common
fault is that of low-magnitude, sudden voltage dips, affecting the delivered voltage with little
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to no effect on the delivered frequency. For that matter, any islanding algorithm should be
capable of avoiding false tripping during voltage dips.

4.7.4 Case 5: Simple disconnection event in a multi inverter system

The presence of multiple DGUs can significantly change the dynamics of a microgrid. Dur-
ing islanding events, all DGUs must trip to sustain a reliable operation during and after the
transition event. Due to communication dependencies, any islanding event signal can be de-
layed or even lost in large microgrids. As the LISD proposal is decentralized, this case tests
if many interacting DGUs are capable of tripping, considering that communication does not
exist among them. A four-DGU system is tested to evaluate the performance of the proposed
LISD in a multi-inverter arrangement. Each inverter is equipped with its own LISD.
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Table 4.4: Validation cases description

Case Description
Expected

Result

Simple
disconnection

Programmed disconnection
between the DGU and the
power grid at instant t.

Trigger

Large load
integration

A large three-phase load
equal to half of the
nominal load is connected
at instant t.

Not
trigger

Non-linear load
integration

A non-linear load equal
to half of the nominal
load is connected at
instant t.
This load is integrated
trough a three-phase
rectifier that introduces
the non-linear term.

Not
trigger

Voltage dip

A voltage dip fault by
the grid supply system
is introduced atinstant t.
The voltage dip is equal
to 0.13 p.u.

Not
trigger

Disconnection
in a

multi inverter
system

Programmed disconnection
between the multiple DGU
system and the power grid
at instant t.
The multi inverter system
consists in 4 DGU in a
constant power supply
operation, feeding a 32 KW
three-phase load.

Trigger

4.8 Simulink digital simulation test-bed

To validate the proposed solution on a distributed islanding detection algorithm through the
monitoring of individual droop characteristics the test system described in the previews sec-
tion of this Chapter is assembled in MATLAB Simulink 2020a. All the described simulation
cases are carried out using the Specialized Power Systems toolbox of MATLAB Simulink, us-
ing the simulation parameters listed in Table 4.5. The voltage’s amplitude, frequency, and
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the variations of ∆m̂p were acquired and plotted. In the simulation, ∆m̂p is not latched
when the island condition is detected, allowing the visualization of ∆m̂p changes after the
disconnection event and during island operation.

All simulated tests were programmed to disconnect from the main grid or modify the existing
loads at t = 1.4 s after the system reached a steady state. It is important to mention that, the
impedance values corresponding to each of the DGU are taken from [151] as the authors
suggest such values to conduct validation tests in a multi-inverter configuration. All the
simulation parameters are also used to validate the proposal in the RT simulation environment
that is later described in this Chapter.

Table 4.5: Simulink and system simulation parameters.

Parameter Value Parameter Value
Step size 50 µs Disconnection time 1.4 s
Solver ode1(Euler) Rated power 8 kW
Step size LISD 1 ms Load resistance 26.45 Ω

Simulation time 3 s Load inductance 23.109 mH
e∗ 0.01 Load capacitance 0.438 mF
∆m̂∗

p 0.35 Grid Resitance 0.01 Ω

n 10 Grid inductance 0.3 mH
τ 10 ZDGU1 0.012 + j0.0052 Ω

Vabc 460 VRMS ZDGU2 0.015 + j0.0053 Ω

f 50 Hz ZDGU3 0.019 + j0.0055 Ω

VDC 800 V ZDGU4 0.019 + j0.0055 Ω

Lf 3.8 mH – –

The first stage of the simulated test system in MATLAB Simulink is shown in figure 4.9. This
figure illustrates the system for a single DGU islanding test. The block containing the power
electrics system, the DGU’s output filter, and the power control is connected to the three-
phase RLC parallel load and the three-phase breaker block which acts as the programmed
PCC, separating the microgrid from the main grid. In this general view of the test system, the
proposed LISD block is positioned next to the block containing the VSI system, the active
power and frequency outputs of the latter block are then fed into the LISD block.
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Fig. 4.9: Overview of test-system in Matlab Simulink

In more detail, the block containing the VSI system with its respective power control and
output filter is shown in figure 4.10. The VSI system is assembled by using the “Universal
Bridge” block configured with IGBT /diodes as the interfaced power electronic device. At
the output of the inductance filter, the voltage and current measurements are acquired via the
“Three-Phase V-I Measurement” block, these measurements are done from phase-to-ground
and fed into three different blocks for further analysis. The “three-phase PLL”, “three-phase
instantaneous Power measurement”, and “abc to dq0” blocks are used to obtain the frequency
of the system, instantaneous active and reactive power, and the dq components of the mea-
sured current. Lastly, the power control described in Section 4.5 of this Chapter is assembled
to output the gate signals for the interfaced power electronic devices.

Fig. 4.10: VSI, filter, and power control block in MATLAB Simulink
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Figure 4.11 shows an overview of the proposed LISD block. The active power and frequency
inputs are interfaced with “Rate transition” blocks to change the fixed step size of the general
simulation to the desired step size for the proposed algorithm. In doing this, the algorithm can
output be comprehended as an “independent” system despite running in the same simulation
file. Then the transformed active power and frequency are fed into the LISD proposal.

Fig. 4.11: Overview of LISD block in MATLAB Simulink

In more detail, figure 4.12 shows the threshold ∆m̂∗
p constant value to identify the discon-

nection event. In this figure the line regression block and the block that calculates the ∆m̂p

value are shown in a series configuration.

Fig. 4.12: The first block of LISD in MATLAB Simulink
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The line regression block is shown in more detail in figure 4.13, the block is divided into the
analysis system, which is in charge of the stack and analysis of input data, and the enabling
system, which outputs an enabling signal by comparing the estimated frequency to the real
frequency of the system as shown in equation 4.20.

Fig. 4.13: Enabled system block of LISD in MATLAB Simulink

Finally, figure 4.14 shows the core stage of the proposed LISD algorithm. The stack sub-
system acquires n number of samples of the active power and frequency inputs, feeding the
formed vectors of data to the “MATLAB function” block which is in charge of carrying out
the simple linear regression to obtain the droop characteristic estimate mp. The results of the
MATLAB Simulink simulation are shown in the following Chapter, these are compared to the
results obtained by the experimental approach.

Fig. 4.14: Stacked data and line regression function in MATLAB Simulink
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4.9 Real-Time simulation test-bed

In order to validate the dynamic consistency proposed LISD, the proposed test system in
Chapter 4 is assembled a Real-Time environment. The experimental component in this work
consists of a HIL RT simulation test-bed. To validate the proposed LISD, a separate RT cable
platform is employed only from the test system, this is to guarantee its correct individual op-
eration and avoid crossing dynamics if simulated in the same RT platform as the test system.
This would imply that the test system is simulated in a separate RT platform, in this sense, the
decoupling of the two system dynamics is assured, resulting in a certain dynamic behavior of
both systems.

The two RT-capable systems are interconnected via their analog I/Os. The first RT simulator
is an OP5700 from OPAL technologies [152], this simulator runs and controls the system
described in Figure 4.8 but not the LISD blocks. The second RT simulator is a Boom-Box by
Imperix [153], ideal for rapid control prototyping and validation of diverse power electronic
applications, in this work this platform is employed to run the proposed LISD algorithms
separately in an embedded format. This simulator is in charge of running the proposed LISD
algorithms separately. The relevant signals are acquired with an oscilloscope.

The RT simulation system by OPAL technologies is programmed to have a user-controlled
switching signal to indicate the disconnection of the PCC or the instant at which the different
loads are integrated into the microgrid. This switching signal also triggers the oscilloscope
where the microgrid’s three-phase voltage and islanding signal are collected. The primary
control of the DGU is fed in a loop-back configuration through the multiple analog I/O ports
of the OP5700. The active power and frequency signals are also taken from the analog output
ports and connected to an Imperix proprietary simulator interface which is the communication
bridge between both RT simulation systems. Finally, the OP5700 is programmed to run at a
50µ s step time.

On the other end of the experimental validation, the Imperix Boom-Box receives the active
power and frequency signals required for the operation of the proposed LISD. The algorithm
runs at a step time of 1m s and outputs the islanding signal if such conditions are detected.
The islanding signal is carried out through a single analog output port and fed to the os-
cilloscope for its visualization and reaction time compared to the precise triggering event
instant. Figure 4.15 shows the experimental configuration and connections between RT time
simulation platforms.
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Fig. 4.15: Real-Time Experimental Test-bed

4.9.1 OPAL code

In this work, the OPAL-RT platform is designated to run the test system thanks to the pro-
prietary software of the company. RT-LAB, being the proprietary software, is capable of
running MATLAB Simulink models after minor modifications in the structure of the original
model. Figure 4.16 shows the root layer of the proposed LISD modified to operate along
with the RT-LAB environment. In this layer the MATLAB Simulink code is divided into two
blocks, the “SM Master” and “SM Console” block. The former encloses the computational
work of the test system, meaning that all the controllers, variable measurements, mathemati-
cal operations, and I/Os are placed inside this particular system. Meanwhile, the latter block
receives them and sends back data related to monitoring or manual control actions, in sense,
the “SM Console” allows user control over certain variables in the “SM Master” block. By
allowing this, the disconnection event can be programmed to be user-controlled, this user-
controlled action is also sent via a digital output channel to serve as the triggering signal of
the oscilloscope.
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Fig. 4.16: The root of the main code in the OPAL-RT platform

One of the important components inside the “SM Master” is the tested system. This system
is showcased in figure 4.17 for a single DGU connected to the main grid through the PCC,
also its multi-inverter configuration is shown in figure 4.18. This latter configuration shows
how each DGU voltage and current measurements are taken at the output of their correspond-
ing impedance. In addition, the PCC block is triggered by an external signal, this signal is
generated by the user through the “SM Console” block.

Fig. 4.17: Test-system in Opal-RT for a single DGU
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Fig. 4.18: Test-system in Opal-RT for multiple DGUs

Essentially the same MATLAB Simulink code described in section 4.8 of this chapter is im-
plemented in the OPAL-RT platform. The only additions are in the definition of the analog
and digital I/O ports to connect both simulation platforms. Figure 4.19 shows how these
blocks are arranged. Clearly, the active power and frequency readings of each DGU are
sent to the secondary RT simulation platform via analog output channels, these readings are
scaled-down and limited through again and saturation blocks to stay within the ±10 V range
allowed by the OPAL-RT simulator. In a similar configuration, the PCC signal is sent via the
Digital output channel, this signal is used to trigger the oscilloscope for accurate reading of
the action of the proposed LISD.
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Fig. 4.19: Analog and Digital ports in OPAL-RT for multiple DGUs

4.9.2 Imperix code

Subsequently, to the first RT simulation platform, the proposed LISD is assembled in the
Imperix equipment. Since the Boombox by Imperix can be programmed using MATLAB
Simulink, the previously described LISD block in section 4.8 can be directly migrated to this
simulation environment. A key element in the Imperix simulation environment is the use
of the analog-digital converter blocks, which outputs are later upscaled to be reestablished
and fed into the LISD block. As mentioned the LID block remains unchanged as described
in section 4.8. At the output side of the LISD blocks, the island signals are interfaced with
a digital to analog converter block and assigned to a specific analog output channel of the
BoomBox simulator. These analog outputs are then fed into the oscilloscope for further
analysis in regards to the obtained results.
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Fig. 4.20: Multiple LIDS in Imperix simulation platform



Chapter 5

Results & Discussion

5.1 Results of LC filter optimization though Genetic Algo-
rithms

The optimization process evolved over the bounded area of values shown in figure 4.2 is
shown in figure 5.1. Finding the local minimum value within the problem constraints in
31 generations of the optimization algorithm. Overall, the total employed time in the GA
optimization procedure is 4.28s, the optimization sample time is obtained as 0.002835ms.
The CPU usage is defined as CPU%= Employed time

Optimization sample time
× 100, resulting in 1.21% . The

evolution plot of each filter component is obtained, showing the optimized values for each
individual.

104
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Average Distance Between Individualsx10
-3

Fig. 5.1: GA Optimization fitness evolution

The first optimization criteria design is shown in figure 5.2, where the geometric area formed
by the obtained filter parameters by the GA optimization process is highlighted. The illus-
trated area represents the filter parameters that best attenuate the injected THD and deliver a
small bandwidth without compromising the size of the filter components.
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Fig. 5.2: Area criteria formed by Optimized LC filter

figure 5.3 shows the two different frequency characteristics, each representing the calculated
and the optimized filters in the frequency domain. The calculated LC filter shows a bandwidth
equal to 3.77x104rad/s, whereas, the LC parameters obtained through the genetic algorithm
optimization process display a smaller bandwidth equal to 1.9x103rad/s. The optimization
results in the minimization of the bandwidth, leading to a greater THD mitigation in the
voltage output of the VSI as shown in Figures 5.5 and 5.6.
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Fig. 5.3: Bode plot for LC filter parameters

As discussed a transition event can lead to high harmonic injection. Figure 5.4 illustrates the
measured voltage output THD per phase of the VSI before, during, and after the transition
occurs at 0.12 seconds during the simulation time. Results in figure 5.4a show the filter
performance of the calculated LC filter using conventional methods, showing that the filter
meets the IEEE Std 519-2014 of a limit of 12% THD over a maximum of 3 seconds in the
voltage output of the VSI. However, the conventional method fails in the fulfillment of the
standards IEEE Std 519-1992 by maintaining a THD above 5% after the transition. The case
of the optimized LC filter values, illustrated in figure 5.4b, show a greater THD injection of
+1.14% during the transition in the C phase of the VSI, differently, phases A and B display a
better transition behavior in the maximum THD injection per phase with −4.1% and −2.03%

respectively to their associated values with the calculated LC filter.
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(a) Calculated LC filter by conventional method

(b) GA Optimized LC filter values in a bounded region

Fig. 5.4: Measured THD in Voltage output signal per phase during simulation

Figure 5.5 shows how the calculated LC filter fails in attenuating the high switching har-
monics after the transition. The voltage ripple is increased and present due to the loss of
connection to the grid. The calculated filter through the switching frequency leads to an in-
crement in the injected THD measured up to the 8th harmonic going from a THD = 0.003%

to an average of THD = 8.3% between the three phases of the VSI.
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THD= 0.003%

TRANSITION

THD Phase A = 8.72%
THD Phase B = 8.69%
THD Phase C = 7.50%

Fig. 5.5: Calculated LC filter performance after the transition

On the other hand, figure 5.6 illustrates the performance of the LC filter obtained through the
bounded optimization process during a transition event, the GA optimized LC filter meets
the IEEE Std 519-1992 and IEEE Std 519-2014 standards on the maximum allowed har-
monic distortion, attenuating the high switching harmonics even after the disconnection. The
average THD generated up to the 8th harmonic due to the loss of connection to the grid re-
sults in a 1.6003% increment, going from a THD = 0.003% to an average per phase of
THD = 1.6033%.

THD= 0.003%

TRANSITION

THD Phase A = 1.34%
THD Phase B = 1.73%
THD Phase C = 1.74%

Fig. 5.6: Bounded GA Optimized LC filter performance after the transition

In Both cases, the maximum 12% THD set by the IEEE Std 519-2014 is not exceeded. In
the case of the calculated LC filter, the voltage distortion is greater when compared to the
generated by the optimized LC filter, particularly the transition event leads evade the 5%

THD limit. The optimized LC filter leads to a better VSI performance in transition events
from a connected to autonomous operation. The transition can be improved by the right
tuning of the grid-supporting controllers of the VSI. Overall, the GA-optimized LC filter has
a better performance in the attenuation of harmonics in the voltage after the transition event
occurs, leading to better power delivery.
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5.2 Results in a Digital Simulation environment of LISD

All the described simulation cases are carried out using the Specialized Power Systems tool-
box of MATLAB Simulink, using the parameters listed in Table 4.5. Notice that, as depicted
in Figure 4.7, the load considered is a parallel RLC load having its resonance frequency
1/
√
LC matching that of the local utility operating frequency. This is assumed to be the

worst-case scenario for successful detection of unintentional islanding [56]. The voltage’s
amplitude, frequency, and the variations of ∆m̂p were acquired and plotted. In the simula-
tion, ∆m̂p is not latched when the island condition is detected, allowing the visualization of
∆m̂p changes after the disconnection event and during island operation. All simulated tests
were programmed to disconnect from the main grid or modify the existing loads at t = 1.4 s
after the system reached a steady state.

The ∆m̂∗
p threshold was set to a constant value (35% as will be later explained) for all sim-

ulation results. As described in Section 4, it can be obtained by executing the test related
to case 2. A more in-depth description is given in the results below. It is essential to notice
that the proposed LISD is not constrained to operate in some load range and that the installed
load value is not necessary for the LISD operation. As this algorithm evaluates the grid’s
stiffness, ∆m̂p would remain a valid metric in different load ranges as long as the island and
grid-connected operation regimes exhibit different power-frequency slopes.

5.2.1 Case 1: Simple disconnection

The first simulation scenario consisted of a simple disconnection event. The microgrid was
disconnected at 1.4 s from the main power grid, leaving all power-feeding requirements to the
DGU. The performance of the LISD is shown in Figure 5.7. The disconnection event clearly
affected the system’s frequency and the proposed island detection algorithm was triggered at
1.414 s, i.e., with a delay of 14 ms. It can be seen that further frequency variations would
have again triggered the detection algorithm. However, one can latch the first tripping signal
and exert the compensation mechanisms from that point on.
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Fig. 5.7: Case 1: Island detection test to evaluate detection delay.

5.2.2 Cases 2 & 3: Load integration tripping detection

The system’s load was first increased by 50% according to the parameters in Table 4.5. As
shown in Figure 5.8, the ∆m̂p variations caused by the large load integration raised to 30%.
Then, to avoid false tripping signals caused by load variations, the threshold value ∆m̂∗

p must
be above 30%. Hence, ∆m̂∗

p was set to 35% as illustrated in the presented results.
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Fig. 5.8: Case 2: Large switching load test to discard false tripping.

As discussed above, it is recommended to first analyze the grid to find its usual mp and
weigh load variations to find admissible ∆m̂p values. Instead, and as done in this work, the
threshold can be set after running simulations considering critical variations. It is essential to
consider that ∆m̂∗

p would vary depending on n, τ , Ts, and the grid parameters; as a result, it
would be difficult to derive it analytically. In this case, the simulated approach was preferred.

Similarly, case 3 considered the integration of a nonlinear load, and its results are shown in
Figure 5.9. The nonlinearity of the rectifier exhibited a negligible effect on the performance
of the proposed algorithm. In this case, the estimated droop characteristic does not show a
significant jump in the estimated slope change ∆m̂p that could trigger any false islanding
signals. Thus, neither of the tested scenarios that deal with the integration of a large load or
nonlinear load triggered a false positive signal during these tests.
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Fig. 5.9: Case 3: Nonlinear load integration test to discard false tripping.

5.2.3 Cases 4: Voltage dip tripping detection

This case treats with the effect of any grid faults that do not cause an islanding event, a
common fault is that of a sudden voltage dips of a low magnitude, affecting the delivered
voltage with little to no effect on the delivered frequency. For that matter, any islanding
algorithm should be capable of avoiding any false tripping signal under this type of grid fault
conditions. Since the proposed algorithm deals with the variations in the frequency and power
delivery, it does not trigger a false islanding signal.

Figure 5.10 shows the performance of the LISD after a voltage dip of 0.13 p.u. occurred (as
tested in [56]). As shown, the estimated frequency did not change drastically; therefore, there
is no change in the estimated droop characteristics of the DGU. As the proposed algorithm
deals with frequency and power variations and not directly with the voltage levels, the LISD
did not trigger a false islanding signal, exhibiting reliability in the case of low magnitude
grid faults. Recall that m̂p[k] only changes if the variation is “relevant.” Then, even in the
presence of frequency variations, ∆m̂p would not necessarily change if e∗ is not surpassed as
discussed around (4.20).
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Fig. 5.10: Case 4: Voltage dip test to discard false tripping.

5.2.4 Cases 5: Island detection in multiple inverter system

Microgrid systems are conventionally governed by multiple-generation agents that contribute
to the total power demand of the microgrid. The presence of multiple generation units can
significantly change the dynamics of a microgrid in different conditions, one concern is set
into islanding events where all DGU need to acknowledge the change in the operational mode
of the microgrid in time to sustain a reliable operation during and after the transition event.

Due to communication dependencies, any islanding event signal can be delayed or even lost
in large microgrids with an extant communication network, to eradicate the communication
dependency and test the performance of the proposed islanding algorithm, a multiple inverter
system is simulated, each inverter is equipped with their own LISD algorithm; by starting
in a grid-connected configuration and transitioning into an island state at 1.4 seconds of the
running simulation. The total demeaned power is set to 32 KW and remains unchanged
during the simulation.

Figure 5.11 shows the result of the islanding test in the multiple inverter configuration. The
proposed LISD algorithm was equipped locally at each inverter system (four in total), and
each was capable of detecting the islanding event by calculating an individual mp using
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the variables locally available at the DGUs outputs. The islanding signal was triggered at
1.412 ms, exhibiting a 12 ms delay after disconnection. The performance of the LIDS was
slightly faster in a multiple invert system due to the added variations by other inverter systems
in the microgrid. It is important to mention that, the impedance values corresponding to each
of the DGU are taken from [151] as the authors suggest such values to conduct validation
tests in a multi-inverter configuration.

Fig. 5.11: Case 5: Multiple DGUs tests to check non-interference among DGUs tripping.
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Indeed the correct performance of any islanding detection algorithms is crucial in a multiple
DGU system due to the different dynamics of each contributing agent, it is also important that
no counteraction between DGU be provoked due to the islanding detection algorithms, as in
the case of active detection methods that can introduce electrical disturbances that can have
an effect on other electrical agents connected to the microgrid. Thus, the proposed algorithm
achieves the local recognition of a disconnection, without relying on communication lines
nor introducing other electrical disturbances into the microgrid’s main bus. The LISD is a
noninvasive implementation that can be attached to the DGU.

As shown from the different simulation scenarios, from case 1 through case 5, the proposed
LISD algorithm is capable of acknowledging the microgrid disconnection from the electrical
grid at a primary level in simulation, meaning that no communication link is required between
the DGU and the MGC nor between neighboring DGU as in other active and passive methods.
Also, the operation of this proposal does not introduce any electrical disturbances to the
microgrid’s main bus, resulting in a noninvasive implementation. Nonetheless, the threshold
value defined by the large load switching event needs to be properly defined to avoid any
false tripping signals in such conditions. In the following section, an experimental test-bed is
assembled to validate the performance of the proposed LISD algorithm.

5.3 Results in a Real-Time simulation environment of LISD

5.3.1 Case 1: Simple disconnection

Case 1 was carried out as the first experimental validation test, consisting of a triggered
disconnection. The Boom-Box RT system output the islanding signal exactly 25 ms after
the disconnection event as shown in Figure 5.12. Since the triggering signal occurs at t = 0,
a manual offset was used to align the rising islanding signal to the horizontal center of the
oscilloscope, then obtaining the delay time as the horizontal offset.
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Island Event

Island Signal

Fig. 5.12: Single load islanding experimental results

5.3.2 Case 2 & 3: Load integration tests

Subsequently, the load integration tests were performed in the same manner, again acquiring
the islanding signal coming from the Boom-Box RT simulator. In both cases, the integration
of an external load did not trigger a false islanding signal as shown in Figures 5.13 and 5.14
(three-phase parallel load and nonlinear load integration, respectively). This indicates that
the proposed LISD algorithm can withstand large load switching events without tripping.
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Island Event

Not Tripping

Load Integration

Fig. 5.13: Large load integration tripping experimental results

Island Event

Not Tripping

Nonlinear Load
Integration

Fig. 5.14: Nonlinear load integration tripping experimental results

5.3.3 Case 5: Multiple System Island detection

Lastly, a multi-inverter system is assembled as the plant, consisting of four voltage syn-
chronous inverters operating on a constant power control scheme while feeding a 332 kW
load (the rated power was multiplied by the number of DGUs). In this case, only the ac-
tive power and the frequency values available to the three-generation unit are fed into the
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BoomBox, therefore, only the islanding signal for these particular generation units are gen-
erated. Each inverter is tasked to deliver a constant power output of 8 kW, and their output
impedances are set to be different to represent different locations of DGUs (see Table 4.5).
In this case, only the active power and frequency values of three DGUs were fed into the
BoomBox due to the availability of I/O ports; therefore, only the islanding signal of these
particular DGUs is graphically shown.

The four islanding signals were triggered after 27 ms (DGU1), 32 ms (DGU2), 40 ms (DGU3),
and 40 ms (DGU4). The acquired signals from the first three DGUs are shown in Figure 5.15.
It is noteworthy that the delay time seems to be associated with the distance from the PCC to
the DGU, and that the simulated unit (DGU4) yielded the same delay as DGU3, both shar-
ing the same output impedance. Each of the islanding signals was generated by monitoring
only the local power and frequency measurements of each inverter. These results indicate
that each DGU is capable of identifying the disconnection event even in a multiple inverter
configuration without external communications.

Island Event

Island Signal DGU 1

Island Signal DGU 2

Island Signal DGU 3

Fig. 5.15: Multiple inverter island experimental results

Table 5.1 shows a summary of the reported results compared to the work presented in [56],
addressing a hybrid islanding detection algorithm based on voltage unbalances and total har-
monic distortion. This comparison is relevant because the authors have compared their pro-
posal to other hybrid detection methods and tested their islanding algorithm under the same
simulation scenarios presented in section 4.7. Therefore, the LISD was validated as an im-
proved detection mechanism over previously presented methods.
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Table 5.1: Performance comparison of Islanding detection algorithms

ISD
Simulation

Environment
Case 1 Case 2 Case 3 Case 4 Case 5

LISD
Off-line 14 ms

Not
tripping

Not
tripping

Not
tripping 12 ms

Real-Time 25 ms
Not

tripping
Not

tripping
Not

tripping

27 ms
30 ms
40 ms

HISD
VU/THD

[56]

Off-line 98 ms
Not

tripping
Not

tripping
Not

tripping 110 ms

Real-Time 138 ms
Not

tripping
Not

tripping
Not

tripping 132 ms
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Conclusion & Future Work

6.1 Conclusion

The present issues that come with sudden disconnection events have led to the development of
new strategies to counter the hindering effects that such a scenario can introduce. This work
is the extent of two proposals around the topic of microgrids transitioning from a connected
state to an island operation. The former proposal deals with the computation of the LC filter
parameters using a genetic algorithm optimization over a bounded region of values that meet
the desired VSI response during disconnection events. The latter proposal introduces a novel
island event detection algorithm based on low-level electrical measurements to avoid the
dependency on communication lines, eliminating hindering factors such as packet losses and
communications delays.

In regarding the optimization of the LC filter parameters, the proposal presented as a novel
alternative to conventional switching frequency design-based methodologies. Unlike other
methodologies, this proposal works on system measurements and does not need the system
parameters to compute the LC filter values, therefore, it can be used in any particular system.
The optimization procedure was designed to meet the IEEE Std 519-1992 and IEEE Std 519-
2014 standards on harmonic distortion being below 5% and with a maximum of 12% during a
period of 3 seconds respectively. The proposed optimization process utilized a total of CPU%
of 1.21%.

A comparison to a calculated LC filter using the switching frequency the main design pa-
rameter is done and tested in a modified version of the IEEE 13 node test feeder. The per-
formance of the GA optimized filter results in greater attenuation of the injected THD after
the transition event and an improved transition behavior in the microgrid delivered voltage
when compared to a conventional design method. The filter component size, bandwidth of
the low-pass filter, and the injected THD are part of the optimization objective function and
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minimized leading to a greater attenuation of high order harmonics, and improving output
voltage signal of the VSI during and after the transition between a connected to autonomous
operation of the microgrid.

With respect to the novel island event detection algorithm, motivated by the rapid develop-
ment of microgrid systems and their trending evolution toward a decentralized operation to
take advantage of the distributed nature behind the DGUs, which has led to the migration
of crucial mechanisms of its core operation toward operating in a local fashion. The pro-
posed LISD algorithm is based on the estimate of droop characteristics via the local reading
of active power and frequency available to low-level controllers. This LISD takes advantage
of the changing dynamics of the microgrid during transition events that introduce frequency
and power fluctuations that eventually change the estimated droop plane for a given DGU.

This rate of change in the frequency of the estimated droop characteristics is the core of the
proposed LISD algorithm, which can be implemented locally and operate in parallel with
the primary controllers without interfering in the perforce of other DGU, this achieves a
decentralized island detection system without the introduction of the electrical disturbances
commonly found in active detection methods.

The LISD proposal is firstly validated in an offline digital simulation environment using MAT-
LAB Simulink as the main interface. The results of the digital simulation verify the working
principle of relying on the rate of change in the estimated droop characteristics to detect sud-
den disconnection events. Then the dynamic consistency validation of the proposed algorithm
is achieved through a series of tests in an RT HIL simulation environment. This test emulates
real-life scenarios with dynamic consistency to guarantee the performance of the proposed
algorithm prior to the technology transfer stage. Overall, the detection of any disconnection
event through the LISD is achieved in a faster and cleaner process.

In more detail, the proposed LISD was tested in various scenarios and directly compared to
another proposal in the literature, results indicate the proposed LISD is capable o detecting
an islanding event within 25 ms, meaning that the proposed LISD exhibits a performance 5.5
times faster than other works presented in the literature. In addition, the proposed LISD does
not interfere with the quality of the delivered electrical energy, leading to a safer implementa-
tion in a multi-inverter system that adopts this island detection strategy. In such scenarios, the
LISD is capable of detecting the island conditions in a maximum time of 40 ms depending
on the impedance output value of the DGUs. This result indicates that the proposed LISD is
3.3 times faster than other island detection strategies under the same test-system condition.
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6.2 Future Work

Around these proposals, some tests and experiments have been left out for future work. Such
work consists mainly of the expansion of certain experiments and the scalability of the tested
systems which can derive from new proposals or the improvement of certain mechanisms. For
example, the optimization of the filter could be implemented in an online process, external to
the tested microgrid system. It could be interesting to consider other optimization algorithms
as the limits of the bounded region. In addition, the results of this first proposal could be
integrated along with the proposal that deals with the island detection events. The dynamics
of the optimized filter could have an effect on the detection time of such detection algorithm,
therefore further analysis is required to derive in a holistic proposal that contemplates both
methods.

On the other hand, the proposed LISD can be improved, an optimization algorithm can be
coupled to find the optimal values in regards to the thresholds and sampling values for each
system. In doing so, the LISD can be tested as a generic distributed island detection method,
as currently the tuning of such variables is dependent on the system characteristics such as
line impedance, voltage magnitude, and generated power. This leads to the scalability of
the testbed for larger microgrid implementations. Additionally, the proposed LISD can be
improved by having a mechanism that detects whenever the microgrid is back to a connected
state, this addition can be achieved under the same droop principles. In doing so, complete
decentralized disconnection and reconnection algorithms can be achieved.



Appendix A

Park Transform

A.1 From a natural reference frame to a rotating reference
frame

The natural reference frame of an AC signal is composed of three components, these com-
ponents are known for being separated by 120 degrees from each other. By assuming a
symmetrical and balanced three-phase system of magnitude V and a phase angle ϕ, then the
AC system can also be modeled in a rotating coordinate frame to enable the linearization of
the AC components. Figure A.1 shows the relationship between the natural and the rotatory
reference frame defined by its d-axis and q-axis, with a phase angle equivalent to ϕt with
respect to the A axis.

A axis

B axis

C axis

d axisq axis

ωt

α axis

β axis

Vq

Vd

Fig. A.1: Rotatory reference frame scheme
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The three-phase signals can be defined in a matrix configuration such as:

Vabc =

Va

Vb

Vc

 (A.1)

In more detail, these signals can be represented as a function of their magnitude and phase
angle as:

Va = V cos(ωt+ ϕ) + V0

Vb = V cos(ωt− 2 π

3
+ ϕ) + V0

Vc = V cos(ωt+
2 π

3
+ ϕ) + V0 (A.2)

Essentially, these can be represented in its detailed matrix configuration such as:

Vabc =

 V cos(ωt+ ϕ) + V0

V cos(ωt− 2 π
3

+ ϕ) + V0

V cos(ωt+ 2 π
3

+ ϕ) + V0

 (A.3)

The reference transformation can assume its mathematical form as:Vd

Vq

V0

 = T

Va

Vb

Vc

 (A.4)

where T is known as the transformation matrix, this term is then defined as:

T = K

 cos(ωt) cos(ωt− 2 π
3
) cos(ωt+ 2 π

3
)

−sin(ωt) −sin(ωt− 2 π
3
) −sin(ωt+ 2 π

3
)

1
2

1
2

1
2

 (A.5)

where K is known as a scale factor, this K factor can be geometrically derived from the
following diagram (see figure A.2).
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B axis

C axis

A axis
Ua

Ub

Uc

Ur

Fig. A.2: Geometric representation of the K scale factor.

where Ua, Ub, Uc represent the magnitudes of each phase in a three-phase system when the
unity amplitude is reached by the A-phase of the system. The resultant vector Ur is then
found according to the following relationship expressed in equation (A.6):

Ur = 1.5 Ua (A.6)

To maintain an equal amplitude during the transformation process the K factor is derived as:

K =
2

3
(A.7)

By combining the equations (A.5), (A.7), and (A.3) into equation (A.4), the following ex-
pression can be obtained.

Vd

Vq

V0

 =
2

3

 cos(ωt) cos(ωt− 2 π
3
) cos(ωt+ 2 π

3
)

−sin(ωt) −sin(ωt− 2 π
3
) −sin(ωt+ 2 π

3
)

1
2

1
2

1
2

  V cos(ωt+ ϕ) + V0

V cos(ωt− 2 π
3

+ ϕ) + V0

V cos(ωt+ 2 π
3

+ ϕ) + V0


(A.8)
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However, this expression can be simplified according to the rotating speed ω as:

Vdq0 =

V cos(ϕ)

V sin(ϕ)

V0

 (A.9)

A.2 Inverse transformation

This work also considers the inverse transformation, that is changing from a rotatory refer-
ence frame to a natural reference frame, this can be achieved as expressed in the following
expression. Va

Vb

Vc

 = T−1

Vd

Vq

V0

 (A.10)

where the inverse transformation matrix T−1 is defined as:

T−1 =
2

3

 cos(ωt) −sin(ωt) 1

cos(ωt− 2 π
3
) −sin(ωt− 2 π

3
) 1

cos(ωt+ 2 π
3
) −sin(ωt+ 2 π

3
) 1

 (A.11)



Appendix B

Abbreviations and acronyms

DAN Data Acquisition Network
RES Renewable Energy Source
ESS Energy Storage System
DGU Distributed Generation Unit
PCC Point of Common Coupling
EMS Energy Management System
RDM Remote Detection Methods
PDM Passive Detection Methods
ADM Active Detection Methods
HDM Hybrid Detection Methods
RT Real-Time
MGCC Microgrid Central Controller
SoC State of Charge
DSM Demand Side Management
DR Demand Response
AIbM Artificial Intelligence Based Methods
UPS Uninterruptible Power Supply
VSGC Virtual Synchronous Generator Control
HIL Hardware in the Loop
HUT Hardware Under Test
PHIL Power Hardware in the Loop
UDP User Datagram Protocol
NDZ Non Detectable Zone
PLCC Power Line Carrier Communication
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SoD Signal of Disconnection
SCADA Supervisory Control And Data Acquisition
VPN Virtual Private Network
ROCOV Rate of Change of Voltage
ROVOF Rate of Change of Frequency
APM Active Power Mismatch
RPM Reactive Power Mismatch
PLL Phase Locked Loop
VSI Voltage Source Inverter
LISD Local Island Detection
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[76] A. Parisio, C. Wiezorek, T. Kyntäjä, J. Elo, K. Strunz, and K. H. Johansson, “Co-
operative mpc-based energy management for networked microgrids,” IEEE Trans-
actions on Smart Grid, vol. 8, no. 6, pp. 3066–3074, 2017.

[77] T. Alnejaili, S. Drid, D. Mehdi, L. Chrifi-Alaoui, R. Belarbi, and A. Hamdouni,
“Dynamic control and advanced load management of a stand-alone hybrid re-
newable power system for remote housing,” Energy Conversion and Management,
vol. 105, pp. 377–392, 2015.

[78] C. Elkin and S. Witherspoon, “Machine learning can boost the value of wind en-
ergy,” Feb. 2019.

[79] F. Katiraei, R. Iravani, N. Hatziargyriou, and A. Dimeas, “Microgrids manage-
ment,” IEEE Power and Energy Magazine, vol. 6, no. 3, pp. 54–65, 2008.

[80] J. Rocabert, A. Luna, F. Blaabjerg, and P. Rodriguez, “Control of Power Converters
in AC Microgrids,” IEEE Transactions on Power Electronics, vol. 27, pp. 4734–
4749, Nov. 2012.

[81] J. Kim, J. Choi, and H. Hong, “Output LC filter design of voltage source inverter
considering the performance of controller,” in PowerCon 2000. 2000 International
Conference on Power System Technology. Proceedings (Cat. No.00EX409), vol. 3,
(Perth, WA, Australia), pp. 1659–1664, IEEE, 2000.

[82] T. Wang, Zhihong Ye, Gautam Sinha, and Xiaoming Yuan, “Output filter design
for a grid-interconnected three-phase inverter,” in IEEE 34th Annual Conference
on Power Electronics Specialist, 2003. PESC ’03., vol. 2, (Acapulco, Mexico),
pp. 779–784, IEEE, 2003.



BIBLIOGRAPHY 138

[83] S. Sen, K. Yenduri, and P. Sensarma, “Step-by-step design and control of LCL filter
based three phase grid-connected inverter,” in 2014 IEEE International Conference
on Industrial Technology (ICIT), (Busan, South Korea), pp. 503–508, IEEE, Feb.
2014.

[84] Byoungwoo Ryu, Jaesik Kim, Jaeho Choi, and Changho Choi, “Design and analysis
of output filter for 3-phase UPS inverter,” in Proceedings of the Power Conversion
Conference-Osaka 2002 (Cat. No.02TH8579), vol. 3, (Osaka, Japan), pp. 941–946,
IEEE, 2002.

[85] D. J. Cheng, “Compliances, Updates, Solutions and Case Studies.” Informative Lec-
ture.

[86] IEEE Standards Association, “Ieee std 519-2014. recommended practice and re-
quirements for harmonic control in electric power systems,” 2014.

[87] R. Turner, S. Walton, and R. Duke, “Stability and Bandwidth Implications of Dig-
itally Controlled Grid-Connected Parallel Inverters,” IEEE Transactions on Indus-
trial Electronics, vol. 57, pp. 3685–3694, Nov. 2010.

[88] E. Unamuno and J. A. Barrena, “Hybrid ac/dc microgrids Part I: Review and
classification of topologies,” Renewable and Sustainable Energy Reviews, vol. 52,
pp. 1251–1259, Dec. 2015.

[89] P. P. Cruz, Maquinas Electricas Tecnicas modernas de control. Alfaomega, 2016.

[90] G. K. Kasal and B. Singh, “Voltage and Frequency Controllers for an Asynchronous
Generator-Based Isolated Wind Energy Conversion System,” IEEE Transactions on
Energy Conversion, vol. 26, pp. 402–416, June 2011.

[91] Q. Zhong and G. Weiss, “Synchronverters: Inverters that mimic synchronous gener-
ators,” IEEE Transactions on Industrial Electronics, vol. 58, no. 4, pp. 1259–1267,
2011.

[92] J. Liu, Y. Miura, and T. Ise, “Comparison of dynamic characteristics between virtual
synchronous generator and droop control in inverter-based distributed generators,”
IEEE Transactions on Power Electronics, vol. 31, no. 5, pp. 3600–3611, 2016.

[93] F. Tang, J. M. Guerrero, J. C. Vasquez, D. Wu, and L. Meng, “Distributed active
synchronization strategy for microgrid seamless reconnection to the grid under un-
balance and harmonic distortion,” IEEE Transactions on Smart Grid, vol. 6, no. 6,
pp. 2757–2769, 2015.



BIBLIOGRAPHY 139

[94] C.-T. Lee, R.-P. Jiang, and P.-T. Cheng, “A grid synchronization method for droop-
controlled distributed energy resource converters,” IEEE Transactions on Industry
Applications, vol. 49, no. 2, pp. 954–962, 2013.

[95] A. S. Vijay, S. Doolla, and M. C. Chandorkar, “Real-time testing approaches for
microgrids,” IEEE Journal of Emerging and Selected Topics in Power Electronics,
vol. 5, no. 3, pp. 1356–1376, 2017.

[96] L. Ibarra, A. Rosales, P. Ponce, A. Molina, and R. Ayyanar, “Overview of Real-
Time Simulation as a Supporting Effort to Smart-Grid Attainment,” Energies,
vol. 10, p. 817, June 2017.

[97] A. Saad, S. Faddel, T. Youssef, and O. A. Mohammed, “On the Implementation
of IoT-Based Digital Twin for Networked Microgrids Resiliency Against Cyber
Attacks,” IEEE Transactions on Smart Grid, vol. 11, pp. 5138–5150, Nov. 2020.

[98] M. A. Hannan, Z. A. Ghani, A. Mohamed, and M. N. Uddin, “Real-Time Testing
of a Fuzzy-Logic-Controller-Based Grid-Connected Photovoltaic Inverter System,”
IEEE Transactions on Industry Applications, vol. 51, pp. 4775–4784, 11 2015.

[99] T. Strasser, M. Stifter, F. Andren, and P. Palensky, “Co-Simulation Training Plat-
form for Smart Grids,” IEEE Transactions on Power Systems, vol. 29, pp. 1989–
1997, 07 2014.
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