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Thermo-hydraulic performance modeling of thermal energy systems using parabolic 
trough solar collectors 

 
By 

 
Pablo Daniel Tagle Salazar 

 

Abstract 
 

Solar energy is one of the most important emerging renewable energy resources. 
Parabolic trough solar collectors are one of the most used technologies for solar 
concentrating applications. The main purpose of this research is to develop a 
mathematical model for predicting thermodynamics and hydraulics of solar-to-heat 
conversion of thermal systems using parabolic trough collectors.  
 
Thermal model is based on energy balance of a one-dimensional steady-state heat 
transfer thermal resistance circuit. The receiver and its surroundings are considered as 
the control volume of the analysis. Heat transfer coefficients are obtained using 
experimental correlations found in the literature. The model considers single-phase and 
two-phase flow with phase-change effects, where pressure drop is solved simultaneously 
with thermal energy balance. The input data corresponds to optics properties, design of 
collector, weather data, and basic hydraulic parameters (for series or parallel 
configurations). Parabolic trough collectors with Al2O3/water nanofluid is also considered 
as a case of study. 
 
Computational simulations are carried out using Engineering Equation Solver (EES), a 
software developed to solve complex systems of non-linear equations. This software was 
selected due to its simplicity in programing systems of non-linear equations and the 
available database of thermophysical properties of number of substances, including water 
and steam. Experimental data is used to validate the model, comparing with simulation 
results. Simulations are realized using same ambient and inlet operational conditions as 
described in test results. Sources of experimental data are test results of four collectors 
(for efficiency curves case), a M.Sc. Thesis previously presented (for nanofluid case), and 
from data provided by Plataforma Solar de Almeria (for direct steam generation case).  
 
Results show a good agreement between simulations and experiments. Thermal 
parameters (such as thermal efficiency and temperatures) are predicted with high 
accuracy. There was obtained a global absolute error of around 1.5 °C for temperatures 
and 2% in thermal efficiency. Comparison of temperature and pressure profiles using 
simulation results and experimental data of a direct steam generation system in once-
trough mode show that the model can predict phase-change phenomena with high 
accuracy. Although, the model fails in predicting pressure drop with high steam quality 
two-phase flow.  
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Chapter 1 Problem statement 
 
The main idea of this chapter is to stablish the general scene of the research. Scope, 
objectives, and expected results are presented. There is given a brief description of 
background of previous research and computational tools used to simulate solar 
conversion systems. The organization of this thesis is also described below. 
 
1.1 Background 
 
The penetration of renewable technologies in the international power generation market 
has increased in recent years all around the world. The principal reason is the growing 
interest of governments in implementing renewable energy generation systems to 
mitigate greenhouse gas (GHG) emissions and provide better energy security. At the end 
of 2015, around 150 countries implemented energy improvement policies, and at least 
128 established energy efficiency strategies and targets [1]. One of the most important 
applications for Parabolic Trough Collector (PTC) technology is electricity generation. The 
installed capacity of power plants with PTC technology has increased in the last decade, 
with the United States and Spain being the principal contributors in solar thermal power 
generation. Most of the electricity generation systems using solar thermal resources are 
PTC-based, accounting for approximately 85% of total current installed capacity 
worldwide [2]. 
 
In 2014, the demand of thermal energy in industry was around 85.3EJ, equivalent to 74% 
of industrial energy needs [3]. Near 52% of this demand is applied into low-to-medium 
temperature heating applications, which shows a high potential of Solar Heating Industrial 
Processes (SHIPs) for industrial thermal energy supply. PTCs are one of the technologies 
used in SHIPs that have recently been developed and implemented in small-to-medium 
scale plants around the world. Small-aperture collectors are the most used PTCs in these 
applications, which can reach temperatures up to 250°C [4]. Nowadays, the technology 
applied to SHIPs is still under development. Although, a number of installations and 
collectors with substantial technical improvements have been reported around the world 
with good experience in performance and economics during the last years [5].  
 
The principal advantages of this technology are their reduced risk (compared with 
volatility of fossil fuel prices), zero fuel cost, localized production, and low GHG emission. 
Nevertheless. it still needs to overcome the barriers of the investment cost and complexity 
of the systems in order to have a good penetration into industry. Other barriers are the 
lack of technical information transfer, suitable design guidelines, and analysis tools [6]. 
For small-aperture PTCs, the technology still needs to prove a strong suitability in 
industry, taking their advantages and experiences in SHIPs and other small-to-medium 
scale applications. However, the actual tendency shows an increment in interest, 
investment, and developing of this technology [6]; principally for industrial thermal energy 
supply. International Energy Agency (IEA) considers that there is potential market and 
technological development due to around 28% of the overall demand of thermal energy 
in European Union countries are heat processes with temperatures below 250°C [7]. 
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Software tools are useful in engineering for designing systems. They simulate the system 
using mathematical models and formulae to determine its behavior. This make possible 
to “test” the system under a variety of conditions without making costly and/or complex 
experimentation, which leads to a decrement of costs and time in design process. 
Mathematical formulae depend on the phenomena involved into the process, and its 
accuracy on the phenomena and quality of equations included in the model. For the case 
of solar-to-heat energy conversion with concentrating technologies; Heat transfer, fluid 
mechanics, and optics are the basic phenomena to be considered.  
 
There are many parameters in solar energy applications that are essential but not easy 
to obtain numerically, being thermal efficiency one of the most important. There are also 
models in the literature and software that can analyze thermal systems with solar 
collectors. Thermal models found in the literature are limited due to the quality of formulae 
used, limitations, and assumptions to simulate the thermal system.  
 
1.1.1 Software available in market 
 
There is few software available in the market to make evaluation of solar collectors. The 
approaches used in software depend on applicability and desired parameters to be 
determined. Some of them can realize techno-economic analysis, or optics. The 
characteristics of some software available to simulate solar thermal systems, and 
mathematical models found in the literature are described below. Table 1.1 shows the 
principal characteristics of the software described. 
 

• ASAP: This is a software specialized on optical analysis using ray-tracing. It can 
simulate optical effects such as refraction, diffraction, reflection, and polarization. 
It is focus on illumination systems, but it can also be applied to determine optical 
performance of collectors. 
 

• CFD software packages: A Computational Fluid Dynamics (CFD) software solves 
governing equations of heat transfer and fluid mechanics in a numerical way to 
obtain temperature and velocity fields in the fluid. Thermal parameters can be 
obtained based on those fields. Methods used are Finite Volume Method (FVM) 
and Finite Element Method (FEM). This kind of software are capable to simulate 
also complex phenomena such as chemical reactions, mass transfer, transient-
state, and others. The most common software in industry are FLUENT (which uses 
FVM) and COMSOL (which uses FEM). 
 

• SAM: System Model Advisor (SAM) is a software for thermo-economic modeling 
of on-grid power generation systems. Simulations are carried out by adding 
subroutines according to the components used in power system, including PTCs. 
SAM uses a random-generating data for renewable resources to evaluate the 
system and estimate converted energy and economics. It also uses parametric 
optimization (comparing many systems at the same time) and sensitivity analysis. 
It only simulates power systems which uses fluids in single-phase flow (thermal 
oils as they are the most commons heat transfer fluid used in those applications). 
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• SolTrace: This software is used to determine optical performance of solar 
collectors using ray-tracing. It can simulate single, multi-planar or curved reflective 
surfaces. This software is specifically developed for solar energy applications. 
 

• Thermoflex: Thermoflex is a software designed to estimate thermo-economic 
analysis of complex off-grid power generation systems for decision making, 
principally used for non-renewable technologies. This software uses libraries to 
simulate different components, where one of them are thermal systems with PTCs.  
 

• TRNSYS: TRaNsient SYstem Simulation is a software that realize dynamic system 
analysis. It is capable to simulate not only thermo-electric systems, but also 
industrial, traffic, biological, and other dynamic processes. Similar to Thermoflex, 
it uses libraries for components of the system and resources. One of these libraries 
is exclusive to simulate solar collectors using its characteristic curve. There are 
other library that links Engineering Equation Solver (EES) or Fortran codes 

 
1.1.2 Thermal models in the literature 
 
There are many studies in the literature related with performance analysis of solar 
collectors. Table 1.2 describes the type of analysis done and a brief explanation of the 
method used of some studies found in the literature about thermal systems with PTCs. 
Macroscopic analysis refers to the use of experimental correlations to calculate heat 
transfer coefficients, while microscopic analysis refers to numerical solution of governing 
equations. There are some models that considers multi-dimensional heat transfer. Some 
of the studies show validation of the model comparing results with experimental data. 
There are many approaches to analyze thermal systems with solar collectors such as 
thermo-economics, exergetic performance, comparison of methodologies to determine 
performance, experimental analysis of optics and heat losses, and others. This 
demonstrates the applicability of solar collectors in industry, and the impact of research 
for improving methodologies used to determine performance of solar thermal systems. 
 
Based on studies presented, the most used type of modeling is one-dimensional steady-
state for thermal performance of collectors. A few models presented considers pressure 
drop in performance analysis. Some models analyzed solar fields, but they do not specify 
its hydraulic design (series, parallel, or combined). Thermal performance analysis with 
thermal resistance modeling and thermal parameter characterization (performance curve) 
are the most frequently used methods in energy balance using a macroscopic approach. 
However, for a microscopic approach, CFD modeling is the most common methodology 
used. Many studies in the literature use these methodologies with experimental validation 
of mathematical modeling, as shown in Table 1.2. 
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Table 1.1 – Software tools used for analysis with PTCs [8-14] 

Name Developer Analysis Method Strengths / Weaknesses 

Advanced 
System Analysis 
Program (ASAP) 

Breault 
Research 

Organization 
Inc. 

Optical 
performance 

Ray Tracing 
by Gaussian 

beam 
decomposition 

- Gaussian-beam decomposition treats the light as a 
wave rather than as a particle (as usual Monte Carlo 
methods). 
- Compatible with CAD programs to simulate complex 
shapes. 
- Not free software. 

Fluent ANSYS Inc. Thermo / hydro 
dynamics 

CFD by FVM - Compatible with CAD programs. 
- Use an external software to configurated the mesh-
grid, materials and boundary conditions. 
- Not free software. 
- It needs a re-configuration (from the beginning) of all 
the analysis if the design changes. 

Comsol Comsol Inc. Thermo / hydro 
dynamics 

CFD by FEM - Compatible with CAD programs. 
- Meshing component is integrated to the software 
- Quick convergence with Multiphysics phenomena. 
- Not free software. 
- It needs a re-configuration (from the beginning) of all 
the analysis if the design changes. 

Solar Advisor 
Model (SAM) 

NREL Thermo-
economics 

Energy 
balance and 
cashflows 

- For not only renewable energy-based systems, but 
also conventional fossil-fueled power systems. 
- It can simulate various configurations at the same 
time. 
- Free software. 
- Limited design with pre-coded or characterized 
collector models. 
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Table 1.1 – Continuation 

Name Developer Analysis Method Strengths / Weaknesses 

SolTrace NREL Optical 
performance 

Ray tracing by 
Monte Carlo 

method 

- Exclusive for concentrating solar technology. 
- Definition of surfaces by coordinates. 
- Free software. 

Thermoflex Thermoflow 
Inc. 

Thermo-
economics 

Energy 
balance and 
cashflows 

- Software specialized in conventional power plant 
design. 
- It can analyze one system at a time. 
- Not free software 

Transient 
System 

Simulation 
(TRNSYS) 

University of 
Wisconsin 

Thermal 
analysis 

Energy 
balance 

- It simulates transient behavior of systems. 
- Compatible with Engineering Equation Solver. 
- Not free software. 
- Limited design with pre-coded or characterized 
collector models. 
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Table 1.2 – Studies and models of thermal analysis of PTCs. 

Authors Year Ref. 
Analysis State Dimensions Experiments Description 

Macroscopic Microscopic Steady Transient 1D 2D 3D Indoor Outdoor 

Kalogirou 
et. al 

1997 [15] x 
  

x x 
   

√ Thermal analysis and 
parametric optimization model 
for a PTC system with energy 
storage for direct steam 
generation. Thermal 
performance parameters of the 
collector are required.  

Forristal 2003 [16] x 
 

x 
 

x * 
  

√ Thermal resistance model with 
energy balance around the 
receiver. The author reported 4 
models, one of them analyzes a 
series PTC system with 
pressure drop. 

Lüpfert et. 
al 

2008 [17] 
        

x Experimental comparison of 
three methodologies (steady 
state, quasi-dynamic and 
surface temperature 
measurement) to obtain heat 
losses in a receiver. 

García-
Valladares 

y 
Velázquez 

2009 [18] x 
  

x x 
   

√ Discretized thermal model to 
compare radial heat transfer in 
tubular and annular flow in the 
receiver. Annular flow is 
analyzed as a counter flow heat 
exchanger. 
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Table 1.2 – Continuation 

Authors Year Ref. 
Analysis State Dimensions Experiments 

Description 
Macroscopic Microscopic Steady Transient 1D 2D 3D Indoor Outdoor 

Schiricke et 
al. 

2009 [19] 
        

x Experimental study of optical 
efficiency of a PTC using 
photogrammetry and heat flux 
measurement. Ray tracing 
simulation is used to compare 
the results. 

Montes et. 
al. 

2010 [20] x 
 

x 
 

x * 
   

Numerical study based on 
energy and exergy balance of a 
CSP plant to compare thermal 
performance with 4 HTFs. The 
thermal model used is a 
thermal resistance circuit, but 
the study does not specify the 
conditions and details of this 
model. 

Qu et. al. 2010 [21] x 
  

x x 
   

? Thermal analysis of a heating / 
absorption cooling system for a 
building. The thermal model is 
based on thermal parameters 
of the collector. Simulations are 
realized using TRNSYS. 

Montes et. 
al. 

2011 [22] ? 
  

? x 
    

Thermo-economic analysis of a 
combined cycle power plant 
using a PTC system to heat the 
steam, compared with a non-
solar-assisted power plant. 
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Table 1.2 – Continuation 

Authors Year Ref. Analysis State Dimensions Experiments Description 
Macroscopic Microscopic Steady Transient 1D 2D 3D Indoor Outdoor 

Powell y 
Edgard 

2011 [23] 
 

x 
 

x x 
    

Thermal analysis model based 
on energy balance for a PTC 
receiver and thermal storage of 
a steam generation plant. The 
mathematical model is based 
on numerical resolution of 
governing equations using finite 
difference method. 

Roesle et 
al. 

2011 [24] 
 

x x 
  

x 
 

? 
 

Thermal analysis of a 
evacuated receiver with non-
uniform angular radiation flux 
using CFD simulations. 

Vázquez-
Padilla et. 

al. 

2011 [25] x 
 

x 
 

x 
   

√ Thermal analysis using thermal 
resistance energy balance 
model with pressure drop. 
Comparison with experimental 
data and Forristal’s thermal 
model. 

Kalogirou 2012 [26] x  x  x    √ Thermal resistance model with 
energy balance around a glass 
covered receiver. This model is 
similar to the Forristal’s model, 
but it does not consider heat 
losses by brackets. 

Roldán et. 
al. 

2012 [27] 
 

x x 
   

x 
 

√ CFD simulation of a receiver 
used in direct steam generation 
plant. Superheated steam is the 
HTF. Surface temperature 
measurements are used as 
experimental validation. 



9 

 

Table 1.2 – Continuation 

Authors Year Ref. 
Analysis State Dimensions Experiments 

Description 
Macroscopic Microscopic Steady Transient 1D 2D 3D Indoor Outdoor 

Zaversky 
et al. 

2012 [28] 
         

Probabilistic thermal model to 
obtain useful energy of a PTC 
system using Latin hypercube 
method. 

Lobón et 
al. 

2013 [29] 
 

x x 
   

x 
 

√ Thermal analysis of a PTC 
system for direct steam 
generation. Different conditions 
of pressure, temperature, 
incident radiation and mass flow 
are analyzed. The method used 
is CFD simulation using k-ε 
turbulence model. 

Silva et al. 2013 [30] x 
  

x 
  

x 
 

√ Thermo-hydraulic analysis with 
3-D non-linear heat transfer 
model in transient state for a 
steam generation PTC system. 
Simulations are realized in 
SolTrace, TRNSYS and 
Modelica (a code developed by 
the authors) simultaneously. 
Comparison with experimental 
data is presented in the study. 

Valenzuela 
et al. 

2014 [31] 
        

x Experimental methodology to 
obtain the thermo-optical 
performance of a PTC with 
outdoor tests. 
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Table 1.2 – Continuation 

Authors Year Ref. 
Analysis State Dimensions Experiments 

Description 
Macroscopic Microscopic Steady Transient 1D 2D 3D Indoor Outdoor 

Xu et al. 2014 [32] 
        

x Comparison of three 
experimental methods 
(ASHRAE 93, EN 12975-2 and 
a dynamic-method presented 
by the authors) to determine 
thermal performance.  

Biencinto 
et al. 

2015 [33] x 
  

x x 
   

x Thermal performance analysis 
of a PTC system for direct 
steam generation. A Quasi-
dynamic method is used. It is 
based on finite-difference 
method in temporal dimension 
and thermal performance 
parameter of the collector. 

Bellos et 
al. 

2016 [34] 
 

x ? 
   

? 
 

x Comparative study in thermal 
enhancement of a PTC using 
nano-fluids (oil based) and 
conventional fluids (oil and 
pressurized water). Inner 
surface configurations (smooth 
and corrugated) in the pipe 
receiver are also compared. 

Toghyani 
et al. 

2016 [35] x 
 

x 
 

x 
    

Thermodynamic analysis of a 
PTC system integrated to a 
Rankine cycle power plant. 
Thermal performance of oil 
based nanofluid with 4 different 
nano-particles are compared.  
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Table 1.2 – Continuation 

Authors Year Ref. 
Analysis State Dimensions Experiments 

Description 
Macroscopic Microscopic Steady Transient 1D 2D 3D Indoor Outdoor 

Widyolar 
et al. 

2016 [36]  x x    ?  ? Design, simulating and test of a 
two-stage reflective hybrid 
thermal/photovoltaic PTC. 
Finite element analysis is used 
for thermal analysis, ray tracing 
for optical performance, and 
efficiency parameter for electric 
performance. 

Srivastara 
and Reddy 

2017 [37]  x x    x   Numerical study of hybrid 
thermal / photovoltaic PTC and 
secondary reflector. Various 
configurations for solar cells are 
analyzed. Nanofluid is used for 
cooling the solar cells. ASAP is 
used for optical performance, 
and finite volume method for 
thermal analysis. 

√ Validated with experiments. * Hydrodynamics with pressure drop. ? Not specified.  
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1.2 Problem statement 
 
There was shown software available to evaluate performance of thermal systems with 
PTCs. CFD software have the potential of be very precise in results, but they are focus 
on design of a specific parabolic trough rather than global analysis of a system (which is 
the main purpose of this study). Other software considers economic analysis, but they 
are exclusive for evaluation of concentrating solar power plants, mostly with thermal oil 
as heat transfer fluid. There was not found a software that can analyze direct steam 
generation systems, but there are studies about performance of this kind of plants using 
CFD analysis [27,29,30].  
 
Most common thermal models are focus on thermal performance analysis using heat 
transfer and fluid mechanics separately, which is possible to consider when heat transfer 
fluid flows in single-phase conditions. A few models consider two-phase flow phenomena. 
Recent studies are focus on performance evaluation using other-than-common fluids, 
such as molten salts or nanofluids. The main idea of this research is to design a thermal 
model that combines heat transfer and fluid mechanics into one thermal energy-balance 
modeling, so two-phase or phase-change phenomena can be considered into 
performance analysis (i.e. direct steam generation systems). 
 
1.3 Objectives 
 
Principal objective 
 
To develop a mathematical model for performance evaluation of solar thermal systems 
with parabolic trough collectors able to predict thermo-hydraulic behavior of the whole 
system and each collector section using computational simulations based on a discrete 
one-dimensional steady-state heat transfer and pressure drop model. 
 
Secondary objectives 
 

1. To develop a computational code able to simulate heat transfer and hydraulic 
phenomena involved in solar-to-heat energy conversion using parabolic trough 
collectors. 

2. The model should be able to simulate the solar field under a variety of ambient and 
operational conditions. It should also allow change design parameters (such as 
thermophysical properties, optical properties, dimensions) of the collector used in 
solar field. 

3. The code should be adaptable to change or update mathematical formulae of heat 
transfer, fluid mechanics, and/or thermophysical properties of substances. 

4. To validate the model comparing simulation results with experimental data. 
5. The model should be able to simulate single-phase and two-phase phenomena in 

order to cover applications where phase-change occurs (such as steam 
generation). 
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1.4 Scope 
 
The model presented in this work should include the effects of heat transfer and fluid 
mechanics in the receiver and its surroundings as the boundary of the analysis. Heat 
transfer under steady-state is a must of the model and experimental data (to compare for 
validation). The model can predict thermo-hydraulic behavior, using design parameters, 
operational conditions, and measured or estimated ambient parameters as inputs. Optics 
(such as incident angle modifier) are inputs of the model. Thermophysical properties of 
substances can be entered as datum, table data, equation (temperature dependent as 
preferable), or using the database of the software.  
 
As a thermal system, the boundary of the analysis presented in this work is only the solar 
field. Thermal storage and other types of energy conversion are not included in this 
analysis. Simulation of direct steam generation systems are included in the scope of this 
model. Only once-trough operational mode of this kind of plants is included in the thermal 
model. Two-phase flow phenomena are exclusive for water as transfer fluid.  
 
1.5 General Assumptions 
 

• Steady-state was selected for simplicity of the model.  

• Temperature gradients are higher in radial direction (above 100 °C/m) compared 
to heat transfer in axial direction (lower than 10 °C/m), which justify one-
dimensional heat transfer.  

• Angular direction is not considered due to the assumption of constant heat flux at 
the surface of the receiver.  

• All thermophysical properties of substances are considered isotropic (independent 
of direction of heat transfer) and they may be dependent of temperature. 

• Single-phase flow of the fluids is considered fully developed, and with constant 
velocity profile at inlet and outlet. 

• Two-phase flow is considered with constant profile of velocity for each phase. 

• Gasses (in the annulus, and outside the receiver) are considered as non-
participative media in radiation. 

• Incident radiation at the receiver considers only reflected radiation from mirrors. 
 
1.6 Expected results 
 
Thermal model is developed using EES as software of analysis. Thermal simulations are 
carried out using single-phase and two-phase flow. Phase-change simulations are 
realized using water as heat transfer fluid only. Validation of the model is done by 
comparing results from simulations and experiments. There is expected that simulations 
results show good agreement with experimental data (same order of magnitude), proving 
that it predicts thermo-hydraulic performance with high accuracy. Parameters to be 
compared are measured variables such as thermal efficiency, temperatures and 
pressures. It is also expected to obtain mathematical correlations between thermo-
hydraulic parameters and input ambient/operational conditions using results from 
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simulations. These correlations may be used for determining better operation, system’s 
design, or for sensitivity analysis of a given thermal system. 
 
1.7 Nomenclature 
 
1.7.1 Acronyms 
 

CFD Computational Fluid Dynamics 
EES Engineering Equation Solver 
FEM Finite Element Method 
FVM Finite Volume Method 
GHG Greenhouse Gas 
IEA International Energy Agency 

SAM System Model Advisor 
PTC Parabolic Trough Collector 
SHIP Solar Heat Industrial Process 
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Chapter 2 Introduction to Parabolic Trough Technology 
 
This chapter is a brief explanation about the technology used in this study. Basic 
information about components, functionality, applicability, and methods used for thermal 
evaluation are presented. Industrial applications (such as heating, cooling, or 
concentrating photovoltaics), processes of solar energy conversion, and advances in 
these areas are also presented. A general description of performance evaluation of 
parabolic collectors is also presented, with focus on thermal behavior evaluation. 
  
2.1 A brief description of the Parabolic-Trough collector technology 
 
2.1.1 Background 
 
Many technologies have been developed around the world to meet energy demands 
using renewable and non-renewable resources. Solar energy is one of the most important 
emerging renewable energy resources. Solar technologies can be classified as shown in 
Figure 2.1. Active solar systems differ from passive since they use external components 
to convert solar energy (e.g. pumps, tracking, electronic controls, etc.). Concentrated 
solar technologies are considered as active because they need external components, 
which are generally related to fluid transport or solar tracking, to realize energy 
conversion. All concentrating technologies use the same principle to convert solar energy. 
They reflect or refract solar radiation from a large area (collection) to a smaller area 
(receiver) using mirrors or lenses, so the heat flux at the receiver area is intensified. The 
intensity of radiation can be measured by the concentration factor, which is a 
dimensionless ratio between the collection area and the receiver area. 
 

 
Fig. 2.1 – Classification of solar energy technologies 

 
There are four main solar concentrating technologies: Parabolic Trough (PTC), Solar 
Tower (ST), Linear Fresnel (LFC), and Parabolic Dish (PD). There are two characteristics 
that differ from one to another technology: type of focus (where the sunlight is 
concentrated, linear or point) and type of receiver (mobile or stationary). Linear-focus use 
one-axis tracking, while point-focus use two-axis tracking. Receivers and 
reflectors/refractors follows the sun in mobile-receivers, while only reflectors/refractors 
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track the sun in stationary-receivers. Parabolic Trough collectors are linear-focus mobile-
receiver, Solar Tower are point-focus stationary-receiver, Linear Fresnel are linear-focus 
stationary-receiver, and finally Parabolic Dish are point-focus mobile-receiver.  Table 2.1 
shows the most characteristic differences among all these technologies. 
 
Table 2.1 - Comparison of solar concentrating technologies [1,2] 

 

 

Parabolic Trough 

 

Solar Tower 

 

Linear Fresnel 

 

Parabolic Dish 

Typical 
capacity 
(MW) 

10 - 300 10 – 200 10 - 200 0.01 – 0,025 

Maturity Commercially 
proven 

Commercially 
proven 

Recent 
commercial 
project 

Demonstration 
projects 

Technology 
development 
risk 

Low Medium Medium Medium 

Operating 
temperature 
(°C) 

350 - 400 250 – 565 250 - 350 550 – 750 

Plant peak 
efficiency (%) 

14 - 20 23 – 35* 18 30 

Annual solar-
to-electricity 
efficiency (%) 

11 – 16 7 – 20 13 12 – 25 

Annual 
capacity 
factor (%) 

25 – 28 (no TES) 

29 – 43 (7h TES) 

55 (10h TES) 22 - 24 25 – 28 

Concentration 
factor 

10 – 80 > 1000 > 60 Up to 10 000 

Receiver / 
absorber 

Absorber 
attached to 
collector, moves 
with collector, 
complex design 

 

 

External 
surface or 
cavity 
receiver, fixed 

 

Fixed absorber, 
no evacuation 
secondary 
reflector 

 

Absorber 
attached to 
collector, moves 
with collector 
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Table 2.1 – Continuation 

 Parabolic Trough Solar Tower Linear Fresnel Parabolic Dish 

Storage 
system 

Indirect two-tank 
molten salt at 
380°C 
(ΔT=100K)  

Direct two-
tank molten 
salt at 550°C 
(ΔT=300K) 

Short-term 
pressurized 
steam storage 
(<10 min) 

No storage for 
Stirling dish, 
chemical 
storage under 
development. 

Hybridisation Yes and direct Yes Yes, direct 
(steam boiler) 

Not planned 

Grid stability Medium to high 
(TES or 
hybridisation) 

High (large 
TES) 

Medium (back-
up firing 
possible) 

Low 

Cycle Superheated 
Rankine steam 
cycle 

Superheated 
Rankine 
steam cycle 

Saturated 
Rankine steam 
cycle 

Stirling 

Steam 
conditions (°C 
/ bar) 

380 – 540 / 100 540 / 100 – 
160 

260 / 50 n.a. 

Maximum 
slope of solar 
field (%) 

< 1 - 2 < 2 – 4 <4 10 or more 

Water 
requirement 
(m3/MWh) 

3 (wet cooling) 

0.3 (dry cooling) 

2 – 3 (wet 
cooling) 

0.25 (dry 
cooling) 

3 (wet cooling) 

0.2 (dry 
cooling) 

0.05 – 0.1 
(mirror washing) 

Application 
type 

On-grid On-grid On-grid On-grid / off-grid 

Suitability for 
air cooling 

Low to good Good Low Best 

Storage with 
molten salt 

Commercially 
available 

Commercially 
available 

Possible, but 
not proven 

Possible, but 
not proven 

TES: Thermal Energy Storage. 
* upper limit if the solar tower powers a combined cycle turbine. 

 
A PTC consists on a reflective surface (mirror) with a linear parabolic shape and a receiver 
located on the focal line of the cylindrical parabola. Sunrays are reflected by mirrors so 
the receiver can collect concentrated solar radiation. This radiation is then transformed 
into heat, and transmitted to a fluid transported through the receiver. Figure 2.2 shows 
the process to convert solar radiation into heat, as explained before. PTCs operate at 
low-to-medium temperatures, with the working fluid reaching between 50°C and 400°C 
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[3], a range of temperatures where many industrial processes are carried out. Table 2.2 
show information about general advantages and disadvantages of PTC technology. 
 

 
Fig. 2.2 – Parabolic Trough Solar Collector 

 
Table 2.2 – Advantages and Disadvantages of PTC technology 

Advantages 

- Low emissions to the environment during lifespan: According to 
Burkhardt et al. [4] and Klein and Rubin [5], a Concentrating Solar 
Power (CSP) plant releases up to 30-70kgCO2eq/MWh, which is 
lower compared to 400kgCO2eq/MWh reported for a natural gas 
plant. 

- Lower maintenance and operating (O&M) costs: SEGS plants 
(California, USA) operates with an estimated cost of USD $ 0.04/kWh 
[1]. 

- Long lifespan: PTCs have longer lifespan because they operate at 
moderate temperatures. 

Disadvantages 

- Large land area required: Large areas or land are required to 
collect enough heat to meet the energy load of the process due to the 
diffuse nature of solar radiation. 

- High initial investment and medium-long term recovery: The 
general cost of manufacturing and materials affects the total capital 
cost, recovery, and levelized cost of energy. 

- Intermittence of the resource: PTCs use direct solar radiation, so 
intermittence is a rule as energy cannot be collected at night. 

 
2.1.2 Components 
 
PTCs mainly consists of five principal components: mirrors, a supporting structure, a 
receiver, working fluid, and a tracking system. Each component accomplishes a specific 
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purpose and is made using materials according to its functions and desired properties. 
These components are explained in detail below. 
 
2.1.2.1 Mirrors 
 
Mirrors reflects and concentrates solar radiation into the receiver. They are made of high-
reflective materials layers (aluminum or silver) with protective-material layers against 
abrasion or corrosion. The most commonly used materials are silvered glass mirror, 
anodized sheet aluminum (sometimes coated with a polymer film), aluminized polymers 
and silvered polymer films. Table 2.3 shows desired properties of materials for mirrors. 
 
Optical performance of mirrors can be affected by the surrounding atmosphere, 
manufacturing, or during normal operation; resulting in a decrement of thermal 
performance of the collector. Dirt, abrasion, and corrosion can affect the integrity of the 
mirrors, so it is important to protect them with appropriate coatings. Selecting the 
appropriate coating based on the desired properties of the reflective surface is mandatory 
for high thermal performance.  
 
Geometrical errors take place in the collector during manufacturing and normal operation, 
and affect the concentration and consequently, optical efficiency. The most important 
errors are shape error, slope error, receiver deviation error, specularity error, tracking 
deviation, and frame deformation. Shape error estimates the eccentricity of the focal line 
(where the receiver is) due to deviations and misalignments of the mirrors. Slope error 
measures the deviation of the rays due to slightly ripples presented in the mirror shape. 
The receiver is not completely aligned to the focal line, so this misalignment is measured 
by the receiver deviation error. Specularity error refers to the error due to imperfect 
reflection of mirrors (no-ideal reflective materials). Due to the collector is not always 
perfectly pointing to the sun, tracking error takes place during operation (See section 
2.1.2.5). Another factor that affect the geometry of the collector during operation is normal 
loading (principally by self-weigth, wind, and torsional loads), which deforms the frame of 
the collector. These errors are represented in Figure 2.3 (the deviations are exaggerated 
to illustrate the origin of error).   
 

 
Fig. 2.3 – Geometrical errors in mirrors 
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Table 2.3 - Types of mirrors and their properties [7-13] 

Type Description 
Typical 
hemispherical 
reflectance 

Cost 
($/m2) 
[14] 

Properties 

Silvered glass 
mirrors 

A cooper substrate (replaced by a water-
insoluble precipitate layer in recent years) 
protected by paint coatings in the back, 
with a silvered-based coating and a high-
transmittance low-reflective glass as cover 
(superstrate, usually a low-iron glass). 

Up to 0.96 20 – 
30 

- High resistance to corrosion. 
- Commercially deployed. 
- Heavy and fragile. 

Aluminized 
reflectors 

Polished aluminum sheet with an 
aluminum-based reflective layer and 
oxide-enhancing layer. 

Up to 0.9 < 20 - Lightweight and flexible. 
- Low cost. 
- High variability of durability. 
- More applicable for low-
enthalpy concentrators. 
- Low durability in polluted 
locations. 

Silvered 
polymer 
reflectors 

Silvered-reflective layer coated with 
flexible polymer and a very thin UV-
screening film superstrate. 

0.9 – 0.95 20 – 
30 

- Under development 
- Less expensive. 
- High reflectance and 
lightweight. 
- Higher flexibility. 
- Long term performance needs 
to be proven. 

 



24 

2.1.2.2 Supporting structure 
 
The main function of the structure is to provide stability and rigidity, fixing the receiver and 
mirrors principally. It is made by structural materials, such as aluminum or steel. The 
structure can by divided into 3 main sections: 
 

- Main support: It serves as anchorage of the collector to the ground. Structurally, 
the main support must withstand wind loads due to the aperture of the collector 
being exposed to the wind [15]. 

- Frameworks: Provides rigidity to the mirror in order to maintain its cylindrical 
parabolic shape. 

- Brackets: Fix the receiver at the focal line of the parabola. 
 
A correct design of frameworks prevents misalignments during operation. The most 
important mechanical effects to avoid are bending and torsion of the framework, which 
are principally produced by self-weight and wind forces. Giannuzzi et al. [15] proposed 
structural design criteria for parabolic trough solar collectors, presenting a methodology 
to calculate loads for structural designs based on European codes. Common framework 
designs for PTCs used in CSP plants around the world are the torque box, toque tube, 
and struts. 
 
2.1.2.3 Receiver 
 
The principal function of the receiver is to absorb as much of the reflected solar radiation 
and to transfer this energy to the Heat Transfer Fluid (HTF) as heat. Receivers are made 
by a metal pipe coated with a selective material and covered with a glass. The cover glass 
minimizes heat losses on the pipe and protects it from degradation. A vacuum is applied 
in the annular region between the glass and the pipe to diminish heat losses and the 
receiver is sealed to prevent vacuum losses. Figure 2.4 shows the elements of a typical 
evacuated solar receiver for PTCs. 
 

 
Fig. 2.4 – PTC solar receiver 

 
The ideal material for a pipe receiver should have high resistance to corrosion, low 
thermal expansion, and high thermal conductivity. The most commonly used materials 
are stainless steels. Stainless steels have low thermal conductivity, a high resistance to 
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corrosion, and they are malleable (so fabrication of tubes is easy). The cover glass is 
made of a material with high transmittance, low reflectance, and low refractive index. It 
should transmit the highest possible amount of the incident radiation reflected from the 
mirrors. Anti-reflective coatings (ARCs) are applied to the external surface of the cover 
glass to enhance its transmittance. They create a transition on the refractive index from 
air to the cover [16]. The most commonly used types of glass in solar applications are 
silica and low-iron glasses (for example, borosilicate is extensively employed in solar 
applications) [17]. The selective coatings (SCs) absorb as much solar radiation as 
possible and transmit it to the pipe receiver. They are applied to the external surface of 
the pipe to increase heat flux absorption. The selective coating should have high short-
wave absorptance, low long-wave emittance, good surface adhesion, and chemical 
stability in the working temperature range of collectors. Table 2.4 shows some pre-
fabricated receivers and their characteristics. 
 
2.1.2.4 Heat transfer Fluid 
 
The HTF (also called “working fluid”) is a substance that captures heat coming from the 
receiver and use it as resource of energy in the process. This fluid should have high 
thermal capacity and thermal conductivity, low thermal expansion, low viscosity, minimal 
corrosive activity, low toxicity and thermal and chemical stability throughout its operating 
temperature range. Properties, advantages, and disadvantages of HTFs used in PTC are 
shown in Table 2.5.  
 
Water and steam are commonly used in low-to-medium enthalpy process, including 
steam generation. Thermal oils are most used in solar power generation plants, along 
with a heat exchanger to generate steam for use in a Rankine cycle. Pressurized air is 
commonly used for drying and heating in buildings using Flat Plate Collectors, but it has 
been studied as an option for using in PTCs [18]. In fact, some studies suggest good 
performance in power plants with solar-assisted gas turbines [19-22]. Recently, the use 
molten salts and ionic liquids with good heat transfer capabilities have been reported in 
the literature. However, both molten salts and ionic liquids should overcome some 
challenges such as cost and operational aspects. Nanofluids have been developed for 
solar energy applications during recent years. A nanofluid is a fluid containing suspended 
solid nanometer-sized particles called nanoparticles, which increase the heat capacity 
and thermal conductivity of the mixture. These particles are commonly metals (in natural 
form or oxides). In the literature, there are some studies on nanofluids with applications 
in concentrated solar technology. 
 
2.1.2.5 Solar tracking system 
 
Main function of solar tracking system is to align the collector with the sun to maximize 
collector performance by one-axis rotation. Solar trackers can be classified as either 
passive and active. Passive trackers use the thermosiphon effect to align the collector, 
whereas active trackers use electronic signal conversion. Passive trackers are not 
commonly used in PTCs because they could be highly misaligned by wind during 
operation. 
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Table 2.4 - Characteristics of some receivers available in market [23-29] 

Manufacturer Archimede Solar Energy Siemens (a) Rioglass Sunda 
Country Italy Germany Spain China 

Model HCEMS11 HCEOI12 HCESHS12 UVAC 2010 
UVAC 70-
7G 

UVAC 
90-7G 

PTR 70-
4G 

SEIDO 
6-1 

SEIDO 
6-2 

SEIDO 
6-3 

Metal Receiver 

Length (m) 4.06 4.06 4.06 4.06 4.06 4.06 4.06 2 2 4.06 
Diam. (mm) 70 70 70 70 70 88.9 70 38 63.5 70 
Material Stainless Steel 

Cover Glass 

Length (m) 3.9 3.9 3.9 NS NS NS NS NS NS NS 
Diam (mm) 125 125 125 115 115 135 125 102 102 115 
Thickness 
(mm) 

3 3 3 NS 3 3 2.5 NS NS NS 

Material Borosilicate (AR coated) 

Transmittance 0.966 0.966 0.966 0.964 0.967 0.964 0.97 0.95 0.95 0.95 

Selective Coating 

Absorptance 0.95 0.96 0.95 0.96 0.962 0.962 0.94 0.94 0.94 0.94 

Emittance (@ 
400°C) 

0.073 0.085 0.073 0.09 0.095 0.095 0.095 0.12 0.12 0.12 

Other characteristics 

Max. operating 
conditions 

30 barg, 
580°C 

37 barg, 
400°C 

104 barg, 
550°C 

NS 
40 barg, 
350°C 

40 barg, 
350°C 

41 barg, 
350°C 

15 barg, 
300°C 

30 barg, 
390°C 

40 barg, 
450°C 

Lifetime (yr) 25 25 25 25 25 25 25 NS NS NS 

Annulus 
Pressure 
(mbar) 

< 10-4 < 10-4 < 10-4 < 10-4 < 10-4 < 10-4 < 10-4 NS NS NS 

NS = Not specified  
(a) Rioglass bought Siemens CSP assets [25] 
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Table 2.5 - Heat transfer fluids used on PTC fields [30-41]   

Fluid 
Working 
temperature (ºC) 

General properties Advantages Disadvantages 

Water Up to 100 
Odorless, relative low viscosity, non-
toxic. 

- No environmental risks 
(pollution or fire). 

- Low operational pressures. 

- Simple plant design. 

- Only for low enthalpy 
applications. 

- Requires water treatment. 

Glycols -50 - 300 
High heat transfer properties (with 
combined with water), low viscosity, 
toxic (depending on the preparation). 

- Anti-freezing properties (with 
the proper concentration). 

- Environmental risks (toxicity). 

- Used only in low enthalpy 
applications (when mixed with 
water). 

- Degradation with long-term 
operation. 

Steam Up to 500 
High pressure and temperature 
applications. 

- Higher working temperature. 

- Secondary HTF no needed. 

- No environmental risks 
(pollution or fire). 

- Easier plant design. 

- Evaporation (two-phase flow, 
heat losses in flashing). 

- Higher operational pressures. 

- Requires water treatment. 

- More complex solar field control. 

- Lack of suitable TES system. 

Pressurized 
air 

Up to 500 

Low cost because of its abundance 
from atmosphere, low viscosity, low 
energy density, need to be 
dehumidified. 

- Higher steam temperature. 

- Thermal storage 
enhancement. 

- No environmental risks 
(pollution or fire). 

- Poor heat transfer in the receiver. 

- More complex solar field control. 

- Higher operational pressures. 
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Table 2.5 – Continuation 

Fluid 
Working 
temperature (ºC) 

General properties Advantages Disadvantages 

Synthetic oils -90 - 400 
High thermal capacity, low flow 
properties (compared with water), 
flammable, toxic. 

- Higher thermal efficiencies is 
achieved (compared with 
others). 

- Relative low operational 
pressures. 

- Relative lower power 
consumption (due to its low 
viscosity and density compared 
with others). 

- Requires fire protection system. 

- Environmental risk (toxicity). 

- Heat exchangers required (for 
power generation). 

Mineral oils -10 - 300 

Stability against thermal degradation 
and oxidation, relatively inexpensive, 
non-corrosive and non-toxic, 
flammable. 

Silicon oils -40 - 400 
Odorless, low pour point, nontoxic, 
low viscosity, expensive, flammable. 

Molten Salts 200 - 500 

For high temperature applications, 
stable at high temperatures, low 
viscosity, high thermal capacity and 
density, corrosive, non-flammable. 

- Higher working temperature. 

- Lower operating pressures at 
high temperatures. 

- No pollution or fire hazards 

- Higher heat capacity. 

- Smaller TES size. 

- High melting and freezing point 
(heat-tracing is required). 

- Highly corrosive at high 
temperatures. 

- More complex design. 

- Not proven technology. 

Ionic liquids -70 - 400 

High thermal properties, wide liquid 
temperature range, low melting 
point, high viscosity and density, 
high chemical stability at high 
temperature, low volatility and 
flammability, expensive. 

- Lower freezing and melting 
point (compared with molten 
salts). 

- Reduced environmental risks 
(pollution). 

- Higher power consumption 
(pump system). 

- Not proven technology. 

Nanofluids - 

Properties depend on type, size and 
concentration of the particle; the 
base fluid and additives. High 
concentration of particle increases 
both thermal conductivity and 
viscosity. 

- Thermal enhancement. 

- Sedimentation, clogging, and 
erosion. 

- Under investigation. 
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There are three types of active trackers: closed-loop, open-loop, and hybrid-loop. Figure 
2.5 shows hoy closed and open loop trackers work. Closed-loop trackers use a feedback-
control signal conversion to align the collector. A light sensor detects the misalignment 
and send a signal to the control that moves the driver to align the collector until the sensor 
does not send signal (feedback). The principal advantage of this tracking method is its 
high tracking accuracy, but it is affected by shadowing. The control system can hardly 
recover the direction of the sun under long cloudy periods. 
 

 
Fig. 2.5 – Operation of active trackers. a) closed-loop, b) open-loop.  

 
Open-loop trackers can be classified as timed and altitude/azimuth. Both types use 
incremental movements to align the collector, the difference is the algorithm used to make 
the movements. Timed-control open-loop trackers are based on periodic movements, 
whereas altitude/azimuth-control trackers use astronomical data depending on location 
and time. The disadvantage of these methods is the accuracy of the equations used in 
the algorithms, which can lead to high misalignments.  
 
Hybrid-loop trackers are a combination of both open-loop and closed-loop trackers. This 
kind of trackers overcome the disadvantages of both open-loop and closed-loop trackers. 
The basic strategy is to align the collector using the algorithm (open-loop) and then correct 
alignments using feedback sensors (closed-loop). Sensors are used in case of needed 
(high error in algorithm to track the sun). 



30 

2.2 Industrial applications 
 
2.2.1 Heating 
 
This group is the most deployed and mature application of PTC technology. Basic 
functionality is to heat the HTF and used its enthalpy as energy source in a heat process. 
Applications with a temperature lower than 100°C are considered as “low temperature 
applications”, while “medium temperature applications” are achieved by temperatures up 
to 450°C. Low-temperature PTC systems are commonly used in preheating and drying 
processes in commercial, residential, and industrial sectors, also called Solar Heating 
Industrial Processes (SHIPs). Steam generation (SG) and CSP are the principal 
applications for medium-temperature PTC systems. Figure 2.6 shows typical temperature 
range of some potential heating industrial applications. 
 
CSP plants consist on replacing the boiler by a solar collector field to generate steam and 
impulse a turbine as a common Rankine cycle. Typical CSP plants have a thermal storage 
system, as shown in Figure 2.7. Thermal oils are the most used HTF in these systems 
due to their cost, chemical stability and operational temperature range in liquid state. This 
kind of CSP plants use heat exchangers to transmit heat from the oil to water. The 
installed capacity of CSP plants has increased in the last decade from approximately 
500MW to 4500 MW, with the United States and Spain being the principal contributors in 
solar thermal power generation. Most of the electricity generation systems using solar 
thermal resources are PTC-based, accounting for approximately 85% of total current 
installed capacity worldwide [1]. 
 

 
Fig. 2.6 – Temperature range of some potential thermal applications for PTCs 

 
One of the most important applications for PTC technology is electricity generation (CSP 
plants). The installed capacity of CSP plants has increased in the last decade, with the 
United States and Spain being the principal contributors in CSP generation. Most of the 
electricity generation systems using solar thermal resources are PTC-based, accounting 
for approximately 85% of total current installed capacity worldwide [1]. 



31 

 
Figure 2.7 - CSP plant diagrams a) Direct SG, b) Indirect SG integrated to a combined 

cycle. 
 
The U.S. National Renewable Energy Laboratory (NREL), in collaboration with the 
international program SolarPACES, has compiled data on functional and projected power 
plants that use solar concentration. A list of those plants is available on the internet, and 
can be classified by technology, country, or status [42]. 
 
PTCs are one of the technologies used in SHIPs that have recently been developed and 
implemented in small-to-medium scale plants around the world. Small-aperture collectors 
are the most used PTCs in these applications, which can reach temperatures up to 250°C 
[43]. Nowadays, the technology applied to SHIPs is still under development. Although, a 
number of installations and collectors with substantial technical improvements have been 
reported around the world, with good experience in performance and economics during 
the last years [44]. The principal advantages of this technology are their reduced risk 
(compared with volatility of fossil fuel prices), zero fuel cost, localized production, and low 
greenhouse gases (GHG) emission. Nevertheless. it still needs to overcome the barriers 
of the investment cost and complexity of the systems in order to have a good penetration 
into industry. Other barriers are the lack of technical information transfer, suitable design 
guidelines, and analysis tools [45].  
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2.2.2 Cooling 
 
Solar radiation is used in solar cooling processes as thermal energy source to cool a 
space. Absorption and adsorption are the two main methods of solar cooling, both of them 
replace the compressor of conventional cooling processes with a “thermal compressor”. 
Both processes use heat to cool a fluid and then produced the extraction of heat from a 
space. 
 
Absorption is the most common method of solar cooling. This process uses a fluid-fluid 
mixture (also called working pair) as the refrigerant. Basic phenomena is a volumetric 
effect of two fluids. The fluids of the working pair make a strong solution when mixed at 
low temperatures and they can be separated when the mixture is heated. The solute is 
converted into a gas and the solvent remains in liquid state when the mixture is heated. 
Later, the mixture release heat to the ambient and it captures the solute to make the 
solution. The cycle consists on the following steps. 
 

1. The mixture is separated in the generator by heating. 
2. The solute (gas) is condensed, and it rejects heat to the ambient space. The 

solute is then expanded and later evaporated by heat collected from the 
refrigerated space (as in traditional cooling systems). 

3. The heated solute is then mixed with the solvent in the absorber. 
4. The mixture is pumped to the generator and preheated by a heat exchanger with 

pure solvent coming from the generator. 
5. The mixture is heated again in the generator, closing the cycle. 

 
Single-effect and double-effect cycles are the most common processes in absorption 
cooling. Figure 2.8 shows a schematic diagram of single and double effect absorption 
cycles. Double effect solar cooling consists on a two-steps thermal compression. The 
most commonly used working pair in solar absorption systems are lithium-bromide and 
water-ammonia. Marcriss et al. [46] reported on other combinations of working pairs. 
 
Solar adsorption cooling processes are completely different from absorption processes. 
The physical principle behind adsorption cooling is a surface-based phenomenon where 
a porous material (adsorbent) captures vapor from a fluid (refrigerant). The adsorbent is 
regenerated by heating. Adsorption processes differ from absorption because the working 
pair consists of a solid-fluid combination and because the heating intermittent, not 
continuous (the adsorbent is heated whenever it is saturated) [47]. Adsorption cycles 
require very low or no mechanical or electrical input, but thermal input (e.g., from the 
collector field) is important, and it works intermittently with the solar resource. 
 
The most commonly used adsorbent materials are zeolite, activated carbon, and silica 
gel, and the most commonly used refrigerants are ammonia, methanol, and water. 
Sumathy et al. [48], Masesh [49] and Fernandes et al. [50] reviewed solar adsorption 
processes and the material characteristics of adsorption working pairs. A general 
adsorption cycle works as follow, and Figure 2.9 shows a schematic diagram of an 
adsorption solar cooling system. 
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                                  a)                                                                    b) 

Fig. 2.8 – Absorption solar cooling systems. a) single effect, b) double effect 
 

1. The refrigerant is evaporated by heat from the refrigerated space. 
2. In the adsorption chamber, the vaporized refrigerant is adsorbed. 
3. When the adsorption chamber is heated, the vapor is released and condensed, 

rejecting heat to the ambient space. 
4. The condensates are stored in a tank. 
5. Finally, the condensates are evaporated again, closing the cycle. 

 

 
Fig. 2.9 – Adsorption solar cooling system 
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The general advantage of solar cooling technologies is a lower energy consumption than 
conventional vapor-compressor systems. The working pair (in a liquid phase) is pumped 
in solar absorption cooling rather than using a compressor in conventional cooling 
processes, and there is almost no mechanical input in adsorption cooling, as described 
before. Other advantages are that solar cooling systems has low noise and low vibration 
because they have fewer moving parts. The principal disadvantage is their low coefficient 
of performance (COP), with reported a COP of around 0.7 for single-effect absorption, 
1.2 for double-effect absorption, and 0.1 – 0.2 for adsorption [51], compared with a COP 
of 3 – 4 for conventional vapor-compression systems. 
 
Nowadays, the market of cooling systems is principally dominated by non-concentrating 
technologies. Up to 3% of the installed capacity is driven by concentrated technologies 
[52]. Nevertheless, concentrating technologies are suitable to be connected to solar-
assisted double-effect absorption systems in locations with high solar radiation (e.g., 
Southern Europe or North America) [53]. International Energy Agency (IEA) SHC Task 
53 is on the effort to assist sustainability of solar driven cooling systems and heating in 
buildings [54]. 
 
2.2.3 Seawater desalination 
 
Seawater desalination is the process by which minerals are separated from seawater to 
produce fresh water. There are four types of desalination systems which are explained 
below. 
 

a) Thermal processes (phase change) uses thermal energy to separate the brine, 
and the most commonly used methods are multi-stage flash (MSF) and multi-effect 
distillation (MED).  

b) Single-phase processes use mechanical separation by passing seawater through 
filter membranes that trap minerals. Reverse osmosis (RO) and forward osmosis 
(FO) are the most frequently used methods in single-phase processes.  

c) Electric processes are based on cationic and anionic ion-exchange effects. 
Cathode and anode membranes are arranged alternately and exposed to an 
electric field, allowing them to trap salt particles and separate them from seawater. 
The principal methods of electric processes are electro-dialysis, ion-exchange, 
and capacitive deionization.  

d) Hybrid processes usually mix phase-change with single-phase processes, such as 
membrane distillation method. 

 
Solar seawater desalination with PTC technology has direct participation only in phase-
change processes as PTCs provide thermal energy. However, there are some reports on 
single-phase processes powered by organic Rankine cycles based on PTCs [55-58]. Patil 
et al. [59] suggested that the approach of PTC-based CSP-powered RO processes could 
provide better economical and operational characteristics. 
 
In desalination applications, there have been noted that PTC technology is still under 
development for proven installations. Buenaventura and García-Rodríguez [60] reviewed 
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about the potential of solar energy in desalination applications. They also expose the 
comparison of different methods and technologies used. The authors conclude that 
RO/PTC systems driven Organic Rankine Cycle have the opportunity to address market 
development. 
 
2.2.4 Water decontamination 
 
Disinfection is the process of removing hazardous compounds such as heavy metals, 
organic compounds, and chemical substances from water. Advanced oxidation 
processes (AOPs) offer a feasible and sustainable alternative for disinfecting water, 
specially the degradation of resistant material prior to a biological treatment and treatment 
of refractory organic compounds [61]. Kabra et al. [62] reviewed methods for treatment of 
hazardous organic and inorganic compounds. They presented a list of previous studies 
on the removal of heavy metals using photocatalysis. AOPs generate a high 
concentration of oxidants (usually hydroxyl radical, OH-) to oxidize polluting matter that 
would not be easy to separate by biological degradation. There are some AOPs that use 
UV radiation as an energy source to produce the oxidants, but heterogeneous 
photocatalysis (HPC) with TiO2 and photo-Fenton process (PFP) are the most commonly 
used methods in solar applications. These processes generate hydroxyl radicals (*OH) 
when UV radiation activates the catalyst in an atmosphere with oxygen. Malato et al. [63] 
presented a review on disinfection by photocatalysis, and compared HPC and PFP 
reactor design requirements. 
 
Solar disinfection is usually realized in batch mode [64-65]. General purposes of water 
decontamination are for drinking water or agricultural applications [66]. The process 
consists on mixing the catalyst in water to suspend particles in the fluid, then the mixture 
is pumped to the solar field to realize the chemical processes before returning to the 
mixer. This process repeats continuously until the pollutants are degraded. The collector 
has the same characteristics as explained before, but the receiver is replaced with a glass 
pipe that is transparent to solar UV radiation. Historically, the first photoreactors were 
based on PTCs [63], but non-concentrating collector (NCC) and compound parabolic 
collector (CPC) technologies have scaled up in the past few decades. It is not easy to 
compare solar disinfection systems against conventional systems, which is an obstacle 
to industrial application. However, solar photocatalysis is a promising technology when 
compared to others because of its low impact, according to Malato et al. [63].  
 
2.2.5 Concentrating photovoltaics 
 
Concentrating photo-voltaic (CPV) generation is the direct conversion of solar energy into 
electrical energy using semiconductor materials under concentrated sunlight. The 
physical principle behind the operation of the solar cell is the photoelectric effect, which 
consists of generating a potential difference within a semiconductor when it is exposed to 
sunlight. The first photovoltaic cells appeared in the late nineteenth century, but the first 
performance test records of photovoltaic cells under concentrated light occurred during 
the early 1960s [67]. Research on photovoltaic concentrator (PVC) technology has 
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increased since then, and now, PTC technology can actively participate in this application 
because of its advantages and maturity. 
 
A PVC operates in the same way as thermal concentrator, but with a modified receiver 
with photovoltaic (PV) cells in its surface. Concentrated sunlight strikes the PV cells, 
which convert solar radiation into electricity. It is known that PV cells do not convert all 
the incident energy into electricity, and most of this rejected energy is converted into heat. 
This heat causes the temperature of the cell to increase, affecting its efficiency. A way to 
diminish this effect is to cool the cells with a fluid flowing in the inside-side of the receiver. 
These collectors are known as thermal-photovoltaic concentrators (T-PVC). PV cells used 
in concentrating photovoltaics are designed to resist high incident radiation, so the use of 
Si-based cells depends on the concentration factor of the PVCs, as shown in Table 2.6. 

Table 2.6 – Characteristics of concentrating photovoltaic 
applications 

Concentration 
type 

Concentration 
factor 

Collector 
Type 

Cell type 

High > 400 PD Multi Junction 
Medium 3 – 100 PTC, LFC Silicon and others 
Low 3 CPC Silicon 

 
Principal advantages of PVCs over non-concentrating PV systems is that they have a 
higher efficiency and require fewer PV cells. Nowadays, there are number of PV cells that 
operate under high concentrated sunlight with higher efficiencies than common Si-based 
cells, as shown in Figure 2.10. Green et al. [68] published a list of efficiencies of PV cells 
and modules for PV technologies. Concentrating photovoltaics is still under development 
and is not yet a commercially proven technology. However, it has good future potential, 
according to [69-75]. 
 
2.3 Performance analysis methods 
 
Performance analysis can be classified into two main types: thermal and optical. Thermal 
performance analysis quantifies the solar-energy-to-heat conversion that a collector can 
supply to a thermal load. Optical performance analysis measures the quantity of radiative 
incident energy in the receiver compared to the energy flux in the collection area. These 
types of analysis are explained in detail below.  
 
2.3.1 Thermal performance 
 
Thermal performance can be classified as shown in Figure 2.11. Mathematical models 
use formulas to define heat transfer and fluid mechanics to numerically obtain thermal 
performance. Experiments are based on field measurements taken to obtain a more 
realistic performance. The principal advantage of experiments is that they consider 
complex phenomena (implicit in the measurements) that may be difficult to incorporate 
into models. The advantages of mathematical models are their simplicity and low cost 
compared to experiments. 
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Fig. 2.10 – Evolution of solar cell technology. Borrowed from NREL website (www.nrel.gov/pv) 

http://www.nrel.gov/pv


38 

     
Fig. 2.11 – Classification of thermal performance analysis. 

 
Thermal performance analysis with thermal resistance modeling, thermal parameter 
characterization (performance curve), and Computational Fluid Dynamics (CFD) 
modeling are the most frequently used methods in thermal energy balance. Many studies 
in the literature use these methodologies with experimental validation of mathematical 
modeling. One-dimensional and steady-state heat transfer are the most common 
assumptions used throughout the literature to model the thermal behavior of PTCs. 
Thermal resistance modeling uses a thermal circuit (analogous to electrical) to realize 
heat transfer and energy balance. The surfaces are the nodes, heat transfer are the 
currents, and temperatures are voltage in the model. The present study is based on this 
kind of models (See Chapter three for more information). 
 
Thermal parameter characterization uses mathematical models of thermal performances 
usually based on experiments. The experimental data is adjusted to a mathematical 
model that express the thermal behavior of a PTC. Common mathematical models can 
be based on steady or quasi-dynamic state thermal behavior. Table 2.7 describes some 
studies found in the literature about thermal behavior. 
 
CFD analysis uses a discretization of the control volume to approximate the solution of 
the governing equations of heat transfer and fluid mechanics. There are three basic 
techniques used: Finite Difference Analysis (FDA), Finite Volume Analysis (FVA), and 
Finite Element Analysis (FEA). FDA uses truncated series expansions for partial derivates 
(usually a Taylor series) and a regular discretization of the domain. This method is easy 
to apply in simple geometric shapes, but it is not suitable for cases when many elements 
or a higher order in an expansion series are required to increase accuracy. FVA and FEA 
are useful for irregular shapes of control volume domain or when elements of different 
sizes or shapes (mesh) need to be used. 
 
Indoor analysis is used for heat losses testing of receivers, whereas outdoor testing for 
thermal performance of collectors. Atmospheric factors, such as wind or ambient 
temperature, are totally or partially controlled in indoor testing. However, these factors 
are not controlled for outdoor experiments. Many studies in the literature describe 
experimentation using indoor and outdoor testing related with PTC technology. Standards 
are recommended to provide guidelines about instrument quality and how to proceed with  

Mathetical 
Models

Uniform thermal 
modelling 

(Macroscopic)

Thermal 
resistances

Performance 
curve

Non-uniform thermal 
modelling 

(Microscopic)

CFD Analysis 

Experiments

Indoor Outdoor
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Table 2.7 - Experimental studies of collectors 

Authors Ref. 
Element 
(Size) 

Model Test Procedure Characteristic equation 

Burkholder 
and 
Kutscher 

76 Receiver UVAC3 Thermal losses Indoor �̇�𝑙 = 0.26∆𝑇𝑎𝑏 + 1.05𝑥10−8∆𝑇𝑎𝑏
4  

Pempeintner 
et. al 

77 Receiver PTR70 Thermal losses Indoor �̇�𝑙 = 0.176∆𝑇𝑎𝑏 + 8.14𝑥10−9∆𝑇𝑎𝑏
4  𝑎) 

Burkholder 
and 
Kutscher 

78 Receiver PTR70 Thermal losses Indoor �̇�𝑙 = 0.141∆𝑇𝑎𝑏 + 6.48𝑥10−9∆𝑇𝑎𝑏
4  

Janotte et. al 
79, 
80 

Collector 
(Large) 

HelioTrough 
Thermal 
performance 

Outdoor 

𝑄

𝐴
= 0.816𝐼𝑏𝐾(𝜃) − 0.0622∆𝑇𝑓

− 0.00023∆𝑇𝑓
2 − 2653

𝑑𝑇1𝑎𝑣𝑒
𝑑𝑡

 
 

European 
Commission 

81 
Collector 
(Large) 

EuroTrough 
Thermal 
performance 

Outdoor  

𝜂
= 0.7408

− 4.7851𝑥10−5∆𝑇𝑓-5.58399x10
−7∆𝑇𝑓

2 

Fernández-
García et. al 

82 
Collector 
(Small) 

CAPSOL 01 
Thermal / Optical 
performance 

Outdoor 𝜂 = 0.63 + 4𝑥10−4∆𝑇𝑓-1.4x10
−5∆𝑇𝑓

2 

Moss and 
Brosseau 

83 
Collector 
(Large) 

LS-2 
Thermal 
performance 

Outdoor  𝜂 = 0.7859 − 3.57𝑥10−4∆𝑇𝑓-4.33x10
−8∆𝑇𝑓

2 

Dudley et. al 84 
Collector 
(Large) 

LS-2 
Thermal 
performance 

Outdoor 

𝜂 = [0.733 − 7.276𝑥10−5∆𝑇𝑓]𝐾(𝜃)

− 4.96𝑥10−3𝑇𝑟
− 6.91𝑥10−4𝑇𝑟

2 
𝑏)

 

Dudley et. al 85 
Collector 
(Small) 

IST 
Thermal 
performance 

Outdoor 

𝜂 = [0.7625 − 6.8366𝑥10−5∆𝑇𝑓]𝐾(𝜃)

− 0.1468𝑇𝑟
− 1.672𝑥10−3𝑇𝑟

2 
𝑐)

 

Brooks 86 
Collector 
(Small) 

- 
Thermal 
performance 

Outdoor 𝜂 = 0.5381 − 1.0595𝑇𝑟 
𝑑) 
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Table 2.7 (Continuation) 

Authors Ref. 
Element 
(Size) 

Model Test Procedure Characteristic equation 

Valenzuela 
et. al 

87 
Collector 
(Large) 

URSSA 
Thermal / Optical 
performance 

Outdoor  
𝜂 = 0.768𝐾(𝜃)− 6.343𝑥10−2𝑇𝑟

− 2.074𝑥10−9𝑇𝑟
4 

Sallaberry 
et. al 

88 
Collector 
(Large) 

URSSA 
Thermal 
performance 

Outdoor 

𝑄

𝐴
= 0.681𝐼𝑏𝐾(𝜃) − 2.96𝑥10−9∆𝑇𝑓

4

− 1671
𝑑𝑇1𝑎𝑣𝑒
𝑑𝑡

 𝑒) 

McMahan 
et. al 

89 
Collector 
(Large) / 
Receiver 

SkyTrough / 
PTR80 

Optical efficiency 
/ Thermal losses 

Outdoor 

�̇�𝑙 = 6.41 + 0.308∆𝑇𝑓 − 1.95𝑥10−3𝑇1𝑎𝑣𝑒
2

+ 7.29𝑥10−6𝑇1𝑎𝑣𝑒
3

+ 1.08𝑥10−7𝐼𝑏𝐾(𝜃)𝑐𝑜𝑠(𝜃)𝑇1𝑎𝑣𝑒
2

+ [0.205∆𝑇𝑓 − 2.89]√𝑣𝑤 

Hoste and 
Schuknecht 

90 
Collector 
(Large) 

SkyTrough 
Thermal 
performance 

Outdoor N.R. 

Balghouthi 91 
Collector 
(Small) 

- 
Thermal / Optical 
performance 

Outdoor 𝜂 = 0.5816 − 1.1777𝑇𝑟 

Janotte et. al 92 
Collector 
(Small) 

PTC 1800 
Thermal 
performance 

Outdoor 

𝑄

𝐴
= 0.683𝐼𝑏𝐾(𝜃) + 0.012𝐼𝑑 − 0.0046∆𝑇𝑓

2

− 2100
𝑑𝑇1𝑎𝑣𝑒
𝑑𝑡

 𝑓) 

Alfellag 93 
Collector 
(Small) 

- 
Thermal 
performance 

Outdoor N.R. 

a) Obtained based on data given in the report 
c) Non-evacuated receiver, with black-nickel SC and Solgel 
glass 
e) Without soiling factor 

b) Evacuated receiver with Cermet SC 
d) Glazed receiver 
f) Quasi-dynamic model 
N.R. Not reported 
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the measurements to obtain accurate results. ASHRAE 93, ISO 9806 and SRCC 600 are 
the most commonly used standards for thermal performance analysis with PTCs. 
 
2.3.2 Optical performance 
 
The optical efficiency of a collector (𝜂𝑜𝑝) principally depends on the interception factor (𝛾), 

the transmittance of the cover glass (𝜏𝑐𝑔), the absorptivity of the selective coating (𝛼𝑠𝑐), 

the reflectance of the mirrors (𝜌𝑚), the incident angle modifier (𝐾(𝜃)), and soiling factor 
(𝐹𝑐), as expressed in Equation 2.1. It is known that mirrors shape and receiver alignment 
are not perfect in practice, so it also involves a random error. This error is measured by 
the interception factor (𝛾), which combines the effects of misalignments and slope random 
error in mirrors. 
 

𝜂𝑜𝑝 = 𝜂𝑜𝑝,0𝐾(𝜃)𝐹𝑐 = [𝛾𝜏𝑐𝑔𝛼𝑠𝑐𝜌𝑚]𝐾(𝜃)𝐹𝑐 (2.1) 

 
Ray-tracing techniques are used to obtain an estimation of interception factor of a PTC. 
These methods simulate the propagation of light through a media and surfaces with 
specific optical properties such as reflection, refraction, diffraction, and scattering. Monte 
Carlo ray tracing is the most commonly used method, which is based on probability 
distribution functions for predicting light ray paths. Photogrammetry is widely used for 
experimental measurement of interception factor. This and other experimental methods 
were described by Arancibia-Bulnes et al. [94]. 
 
It is known that during normal operation, PTCs are not always at 0° incidence, so optical 
efficiency is affected. The Incidence Angle Modifier 𝐾(𝜃) (IAM) takes into account the 
optical losses due to no-normal incidence during operation (such as end-effect losses). 
This factor is usually measured by experiments. Another important factor is the soiling 
factor 𝐹𝑐, which represents the ratio between the real-operation and nominal-clear mirror 
reflectance. During normal operation, cleaning the mirrors (washing) is a requirement for 
good performance, and this affects reflectance. For PTCs, common values of soiling 
factor are between 0.95 and 1 [18]. 
 
2.4 Basic concepts on performance of Parabolic-Trough collectors 
 
2.4.1 Geometric factors 
 
To understand performance of PTCs is important to know about geometry of 
concentrators. Equations 2.2 to 2.8 and Figures 2.11 to 2.13 express the basic geometric 
parameters involved in PTCs. The acceptance angle (2𝜃𝑚) denotes the coverage of the 
angular area in which the solar radiation is captured by the receiver after passing through 
the opening of the collector with no-needed orientation. This angle depends on the 
location of the concentrator respect to the Sun as shown in Figure 2.11. 
 

𝑊𝑎 = 4√ℎ𝑝𝑓 = 4𝑓𝑡𝑎𝑛 (
𝜑𝑟

2
) = 2𝑟𝑟𝑠𝑒𝑛(𝜑𝑟) (2.2) 
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𝑟 =
2𝑓

1 + 𝑐𝑜𝑠(𝜑)
 ⇒  𝑟𝑟 =

2𝑓

1 + 𝑐𝑜𝑠(𝜑𝑟)
 (2.3) 

𝐷 = 2𝑟𝑟𝑠𝑒𝑛(𝜃𝑠) =
𝑊𝑎𝑠𝑒𝑛(𝜃𝑠)

𝑠𝑒𝑛(𝜑𝑟)
 (2.4) 

𝑆 =
𝐻𝑝

2
{𝑠𝑒𝑐 (

𝜑𝑟

2
) 𝑡𝑎𝑛 (

𝜑𝑟

2
) + 𝑙𝑛 [𝑠𝑒𝑐 (

𝜑𝑟

2
) + 𝑡𝑎𝑛 (

𝜑𝑟

2
)]} ;  𝐻𝑝 = 4𝑓 (2.5) 

𝐶𝑟 =
𝑊𝑎

𝜋𝐷
=

𝑠𝑒𝑛(𝜑𝑟)

𝜋𝑠𝑒𝑛(𝜃𝑚)
 (2.6) 

𝐴𝑓𝑡𝑎𝑛(𝜃) =
𝐴𝑒
𝐴𝑎

 ;  𝐴𝑎 = 𝑊𝑎𝐿 (2.7) 

𝐴𝑒 = 𝑓𝑊𝑎𝑡𝑎𝑛(𝜃) [1 +
𝑊𝑎

2

48𝑓2
] (2.8) 

 

 
Fig. 2.11 – Definition of acceptance angle 

 

 
Fig. 2.12 – Geometry of a PTC 
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Fig. 2.13 – Description of end-effect losses 

 
The incidence angle (𝜃) is defined as the angle between incident sunrays and the normal 
direction of the aperture plane of the collector. This angle is a function of the location and 
orientation of the collector, and time (day and hour). The slope angle (𝛽) is defined as the 
angle between the aperture plane of the collector and a horizontal plane. Table 2.8 shows 
the correlations used to compute incidence and slope of surface angles of a PTC under 
ideal operation conditions according to its tracking mode [95]. 
 

Table 2.8 – Correlations for incidence angle and slope angle of surface for PTC 

Tracking mode Correlation of angles Eq. 

E-W 

𝑐𝑜𝑠(𝜃) = √𝑠𝑖𝑛2(𝛼) + 𝑐𝑜𝑠2(𝛿)𝑠𝑖𝑛2(ℎ)

=  𝑐𝑜𝑠(𝛷)𝑐𝑜𝑠(ℎ) + 𝑐𝑜𝑠(𝛿)𝑠𝑖𝑛2(ℎ) 
(2.9) 

tan(𝛽) = tan (𝛷)|cos (𝑍𝑠 − 𝑧)| (2.10) 

N-S 

cos(𝜃) = √1 − 𝑐𝑜𝑠2(𝛿)𝑠𝑖𝑛2(ℎ)

= √𝑠𝑖𝑛2(𝛿) + 𝑐𝑜𝑠2(𝛿)𝑐𝑜𝑠2(ℎ) 
(2.11) 

tan(𝛽) = tan (𝛷)|cos (𝑧)| (2.12) 

 
2.4.2 Thermal efficiency curve 
 
The thermal efficiency curve (also known as the characteristic curve) describes thermal 
behavior of a collector. It relates thermal efficiency vs. temperature difference between 
the fluid and the ambient (or reduced temperature, which is the ratio of temperature 
difference and solar irradiance). Figure 2.14 shows the characteristic efficiency curve for 
solar collectors. It is noticed that with higher temperature difference or low solar 
irradiance, thermal efficiency decreases. These thermal losses are due to convective and 
radiative heat transfer from the receiver to the ambient. Conductive losses through 
brackets are practically insignificant. 
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Fig. 2.14 – Thermal efficiency curve and components of heat losses 

 
The efficiency curve is obtained based on experiments. Basic measurements are inlet, 
outlet and ambient temperature, direct beam solar irradiance, flow mass of the fluid, IAM, 
and aperture area. Coordinates (𝑇𝑟 , 𝜂) are obtained using Equations 2.13 and 2.14 and 
represented into a graph similar to Figure 2.14. The specific heat (𝐶𝑝) is obtained 

depending on the fluid used to characterize the collector. 
 

𝜂 =
�̇�𝐶𝑝(𝑇𝑜𝑢𝑡 − 𝑇𝑖𝑛)

𝐾(𝜃)𝐼𝑏𝐴𝑎
=

𝑄𝑢

𝑄𝑖𝑛
 (2.13) 

𝑇𝑟 =
𝑇𝑚 − 𝑇∞

𝐼𝑏
 ;  𝑇𝑚 =

𝑇𝑜𝑢𝑡 + 𝑇𝑖𝑛
2

 (2.14) 

 
The experiments are carried out using standards. Most used standard to characterize 
PTCs are ASTM E-905, ISO 9806, FSEC 102, and SRCC 600. Each standard describes 
the procedures to realize the tests, basic instrumentation and quality to get reliable data, 
the mathematical model, and the conditions to carry out the tests. Some of these 
standards also describes tests for reliability during normal operation. Table 2.9 shows the 
tests and differences among all the standards used for thermal characterization of PTCs. 
Standard ASHRAE 93 is now withdrawn, and EN12975 has been replaced by ISO 9806. 
Multiple linear regression is the most used statistical technique to obtain the mathematical 
model of a collector, such as some showed in Table 2.7. Sometimes, higher-order terms 
(quadratic or others) are statistically insignificant, so they should not be taken into account 
in the mathematical model, making it a simplified equation. 
 
 

 

ΔT , Tr

𝜂𝑜 ,0

Optical losses

Convective losses

Radiative losses

Useful heat
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Table 2.9 – Reliability and performance tests included in each standard [96 - 101] 

Standard ASHRAE 93 ASTM E-905 EN 12975 ISO 9806 FSEC 102 SRCC 600 

Scope 

SLHC √ √ √ √ √ √ 

SAHC √ NS X √ √ √ 

T/PV X X X √ X √ 

Durability / Reliability Tests 

Internal pressure X X √ √ √ √ 

Pre-exposure X X X √ X √ 

Leakage / 
Pressure drop a) 

√ X X √ √ √ 

Rupture / 
Collapse a) 

X X X √ X X 

Max. Temp. 
Resistance 

X X √ √ X X 

Stagnation Temp. X X X √ X X 

Exposure X X √ √ √ √ 

External thermal 
shock 

X X √ √ √ √ 

Internal thermal 
schock 

X X √ √ √ √ 

Rain penetration X X √ √ X X 

Freeze 
resistance 

X X √ √ X X 

Mechanical load X X √ √ X X 

Impact resistance X X √ √ X √ 

Protection 
system 

X X X X X √ 

Final inspection X X √ √ √ √ 
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Table 2.9 (Continuation) 

Thermal performance 

Time constant (τ) √ √ X √ √ √ 

Thermal 
efficiency for 
SLHC 

√ √ √ √ √ √ 

Thermal 
efficiency for 
SAHC 

√ NS X √ √ √ 

Thermal capacity X X √ √ X √ 

IAM √ √ √ √ √ √ 

Mathematical 
model 

Linear NS 
Quadratic / 
Polinomial 

Polinomial 

D
e
p

e
n
d

s
 o

n
 t

h
e
 f

lu
id

 

u
s
e

d
 

Polinomial 

State Steady Steady 
Steady / 
Quasi-
dynamic 

Quasi-
dynamic 

Quasi-
dynamic 

Test conditions Clear sky Clear sky 
Depends on 
method used 

Clear / 
partly-
cloudy sky 

Clear / 
partly-
cloudy sky 

Minimum solar 
Irradiance of tests 
(W/m2) 

800 630 700 800 800 800 

Minimum data 
points 

4 4 * 4 4 4 

Test duration 
Max. of 5 
min / τ 

Max. of 5 min 
/ 0.5τ 

* 
Max. of 
15min / 4τ 

* 
Max. of 
15min / 4τ 

SLHC: Solar Liquid Heating Collector 
SAHC: Solar Air Heating Collector 
T/PV: Thermal / Photovoltaic 
a) Only for SAHCs 

√: Included 
X: Not included 
NS: Not specified 
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2.5 Nomenclature 
 
2.5.1 Acronyms 
 

AOP Advanced Oxidation Process 
ARC Anti-Reflective Coating 
CFD Computational Fluid Dynamics 
COP Coefficient of Performance 
CPC Compound Parabolic Collector 
CPV Concentrating Photovoltaics 
CSP Concentrating Solar Power 
FDA Finite Difference Analysis 
FEA Finite Element Analysis 
FO Forward Osmosis 

FVA Finite Volume Analysis 
GHG Greenhouse Gasses 
HPC Heterogenous Photocatalysis 
HTF Heat Transfer Fluid 
IEA International Energy Agency 
LFC Linear Fresnel Collector 
MED Multi Effect Distillation 
MSF Multi Stage Flash 
NCC Non-Concentrating Collectors 
O&M Operational and Maintenance 
PD Parabolic Dish 

PFP Phot Fenton Process 
PTC Parabolic Trough Collector 
PVC Photovoltaic Concentrator 
RO Reverse Osmosis 
SC Selective Coating 

SHIP Solar Heating Industrial Process 
SG Steam Generation 
ST Solar Tower 

TES Thermal Energy Storage 
T-PVC Thermal-Photovoltaic Concentrator 

 
2.5.2 Symbols 
 

𝐴𝑎 Aperture area (m2) 
𝐴𝑒 End-effect area loss (m2) 
𝐴𝑓 Area loss ratio (dimensionless) 

𝐶𝑝 Specific heat (J/kgK) 

𝐶𝑟 Concentration ratio (dimensionless) 
𝐷 Diameter of receiver (m) 

𝐹𝑐 Soiling factor (dimensionless) 
𝑓 Focal length (m) 
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𝐻𝑝 Latus rectum (m) 

ℎ𝑝 Rim height (m) 

ℎ Hour angle (rad) 
𝐼𝑏 Bean direct solar radiation (W/m2) 

𝐾(𝜃) Incident angle modifier K as function of incidence angle θ 
𝐿 Length of collector (m) 
�̇� Mass flow (kg/s) 
𝑄𝑖𝑛 Inlet heat (W) 
𝑄𝑢 Heat received (W) 
𝑟 Polar radius of the parabola (m) 

𝑟𝑟 Rim radius (m) 
𝑆 Parabolic arc (m) 

𝑇∞ Ambient temperature (°C) 

𝑇𝑖𝑛 Inlet fluid temperature (°C) 

𝑇𝑚 Average fluid temperature (°C) 

𝑇𝑜𝑢𝑡 Outlet fluid temperature (°C) 

𝑇𝑟 Reduced temperature (m2K/W) 

𝑊𝑎 Aperture width (m) 

𝑍𝑠 Surface azimuth angle (rad) 

𝑧 Solar azimuth angle (rad) 
 
2.5.3 Greek letters 
 

𝛼 Altitude angle (rad) 

𝛼𝑠𝑐 Absorptivity of the selective coating 

𝛽 Slope angle (rad) 

𝛾 Interception factor 

𝛿 Declination angle (rad) 

𝜂 Overall efficiency 

𝜂𝑜𝑝 Optical efficiency 

𝜂𝑜𝑝,0 Peak optical efficiency (at normal incidence) 

𝜃 Incidence angle (rad) 

𝜃𝑠 Half acceptance angle (rad)  

𝜌𝑚 Reflectance of the mirrors 

𝜏𝑐𝑔 Transmittance of the cover glass 

𝛷 Zenit angle (rad) 

𝜑 Polar angle (rad) 

𝜑𝑟 Rim angle (rad) 
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Chapter 3 Description of modeling 
 
Abstract 
 
This chapter describes the thermal-hydraulic modeling with the detail of all the heat 
transfer and fluid mechanics equations involved into the solar-energy-to-heat conversion. 
One-phase and two-phase internal forced convection are explained in detail, also other 
heat transfer phenomena (radiation and other types of convection). There is also an 
explanation of how to use the developed code (software and platform used). All the 
processes of entering data, processing, and obtaining results are described. 
 
3.1 Thermo-hydraulic model 
 
The mathematical model is based on a steady-state one-dimensional heat transfer 
analysis with single-phase and two-phase flow as internal flow convection. The 
boundaries of the analysis are the Heat Transfer Fluid (HTF) and the surrounding air of 
the receiver, as shown in Figures 3.1, so the pipe and the cover glass (if used) are 
considered into thermo-hydraulic analysis. A thermal resistance model describes the heat 
transfer phenomena considering conduction, convection and radiation among all the 
surfaces (internal and external, pipe and cover glass if used); where an energy balance 
is carried out to obtain thermal performance. This model is a modified version of the 
Forristal model [1], where there was added the two-phase flow phenomena and thermo-
hydraulic analysis in interconnecting piping between adjacent solar collectors. 
 

 
Fig. 3.1 - Boundary of the analysis of the collector 

 
The model divides the system into equal-sized sections where the energy balance is 
carried out in each of them. The HTF outlet conditions of one section are the same as the 
inlet conditions of the next section, unless there is an interconnecting piping between both 
sections. Similar to sections, the hydraulic and heat transfer phenomena in 
interconnecting piping are estimated by a simplified thermal resistance model where it is 
considered that the heat is lost (see Section 3.1.2). Both thermal resistance models 
(receiver and interconnecting piping) estimates convective heat transfer coefficient based 
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on experimental correlations depending on the type of convection and flow. Engineering 
Equation Solver [2] was selected as simulation tool due to its large data base of thermo-
physical material properties and its simplicity in programing and solving complex non-
linear equation systems. The limitation in number of sections and interconnections 
considered into the analysis depends on the maximum number of equations that the 
software can solve (see Section 3.3). 
 
3.1.1 Energy Balance Equations for Receiver 
 
Thermal resistance model of the receiver is composed by 8 nodes (as described in Figure 
3.2, if cover glass used) where the temperatures of 5 nodes are unknown: inlet and outlet 
surfaces of cover glass and pipe, and HTF. Equations (3.1) – (3.6) describe energy 
balance of radial heat flows, and (3.5) describes the energy balance of the fluid. Most of 
receivers used are glass covered, but in case it is not, there is an option that can analyze 
a not-glass-covered receiver. In this case, thermal model is similar, but it would have 6 
nodes where there are 3 unknown temperatures.  
 

 
Fig. 3.2 - Thermal resistance model for the receiver 

 

Heat transfer flows through nodes of thermal resistance model can be described with a 
specific type of heat transfer phenomena. Table 3.1 shows all modes considered in the 
model and notation used in Figure 3.2. Table 3.1 also describes a classification of sub-
modes for each heat transfer flow, and a reference of section where it is discussed in 
detail. Assumptions, correlations, and conditions of validity are also described in their 
respective sections. Incident radiation (reflected from mirrors) are considered as source 
of energy in thermal resistance model. 
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Table 3.1 – Heat transfer modes in thermal resistance model 

Heat transfer mode Notation Sub-mode (See Section) 

Incident radiation Inc N.A. 

Conduction Cd N.A. 

Internal Forced Convection IFCn - Single-phase (3.1.3) 
- Two-phase (3.1.4) 
- Nanofluids (3.1.6) 

Annular Convection ACn - Non-evacuated (3.1.7.1) 
- Evacuated (3.1.7.1) 

Annular Radiation ARd N.A. (3.1.7.5) 

External Convection ECn - Natural (3.1.7.2) 
- Cross-flow forced (3.1.7.3) 
- Extended surfaces (3.1.7.4) 

External Radiation ERd N.A. (3.1.7.6) 

N.A. : Not applicable   
 
As shown in Figure 3.3, the income heat flow is the internal convective heat flow inside 
the pipe, which is the heat gain of the section. Outlet conditions are obtained based on 
inlet conditions (input data), mean bulk HTF conditions, and energy balance. Heat gain 
and pressure drop are function of the mean bulk HTF conditions (temperature, pressure 
and quality) and flow regime. Equation (3.6) describes the thermal efficiency of the section 
analyzed, which is the ratio between heat gain and incoming energy that reaches the 
receiver.  
 

In Equation (3.5), ∆ (
𝛽𝑉2

2
⁄ ) represents the change in mechanical energy of the flow. This 

change is based on a correction factor 𝛽, which is a function of the properties at both inlet 
and outlet conditions. The impact of this change in sub-cooled liquids is insignificant, but 
it becomes more important in two-phase and dry-steam flows. Equations (3.7) – (3.9) 
describe the calculation of change in mechanical energy. Correction factor and mean 
velocity in two-phase flow where obtained by modeling the flow as non-mixed uniform 
flow of dry-steam and liquid-water (uniform-velocity two-layers flow). 
 

 
Fig. 3.3 - Energy balance around the fluid 
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𝑵𝒐𝒅𝒆 𝟐 (𝒊𝒏𝒏𝒆𝒓 𝒔𝒊𝒅𝒆 𝒐𝒇 𝒑𝒊𝒑𝒆) ∶  𝒒𝟏𝒂𝒗𝒆𝟐,𝑰𝑭𝑪𝒏
′ = 𝒒𝟐𝟑,𝑪𝒅

′  (3.1) 

𝑁𝑜𝑑𝑒 3 (𝑜𝑢𝑡𝑒𝑟 𝑠𝑖𝑑𝑒 𝑜𝑓  𝑖 𝑒) ∶  𝑞3,𝐼𝑛𝑐
′ = 𝑞23,𝐶𝑑

′ + 𝑞34,𝐴𝐶𝑛
′ + 𝑞34,𝐴𝑅𝑑

′ + 𝑞3𝑠,𝐸𝐶𝑛
′  (3.2) 

𝑁𝑜𝑑𝑒 4 (𝑖𝑛𝑛𝑒𝑟 𝑠𝑖𝑑𝑒 𝑜𝑓 𝑐𝑜𝑣𝑒𝑟 𝑔𝑙𝑎𝑠𝑠) ∶  𝑞34,𝐴𝐶𝑛
′ + 𝑞34,𝐴𝑅𝑑

′ = 𝑞45,𝐶𝑑
′  (3.3) 

𝑁𝑜𝑑𝑒 5 (𝑜𝑢𝑡𝑒𝑟 𝑠𝑖𝑑𝑒 𝑜𝑓 𝑐𝑜𝑣𝑒𝑟 𝑔𝑙𝑎𝑠𝑠) ∶  𝑞45,𝐶𝑑
′ + 𝑞5,𝐼𝑛𝑐

′ = 𝑞5𝑎,𝐸𝐶𝑛
′ + 𝑞5𝑐,𝐸𝑅𝑑

′  (3.4) 

∆ℎ𝑆 =
𝑞1𝑎𝑣𝑒2,𝐼𝐹𝐶𝑛
′ 𝐿𝑆

�̇�
− ∆(

𝛽𝑉2

2
) − 𝑔∆𝑧 (3.5) 

𝜂 =
𝑞1𝑎𝑣𝑒2,𝐼𝐹𝐶𝑛
′

𝐼𝑊𝐾
 (3.6) 

∆(
𝛽𝑉2

2
) =

𝛽𝑜𝑢𝑡𝑉𝑜𝑢𝑡
2

2
−
𝛽𝑖𝑛𝑉𝑖𝑛

2

2
  (3.7) 

𝛽 = {

1  ;   𝑠𝑖𝑛𝑔𝑙𝑒 −  ℎ𝑎𝑠𝑒 𝑓𝑙𝑜𝑤

𝑉𝑙
3 + (𝑉𝑣

3 − 𝑉𝑙
3)휀

[𝑉𝑙 + (𝑉𝑣 − 𝑉𝑙)휀]3
  ;   𝑡𝑤𝑜 −  ℎ𝑎𝑠𝑒 𝑓𝑙𝑜𝑤

 (3.8) 

𝑉 = {

4�̇�

𝜌1𝑎𝑣𝑒𝜋𝐷2
2   ;   𝑠𝑖𝑛𝑔𝑙𝑒 −  ℎ𝑎𝑠𝑒 𝑓𝑙𝑜𝑤

𝑉𝑙 + (𝑉𝑣 − 𝑉𝑙)휀  ;   𝑡𝑤𝑜 −  ℎ𝑎𝑠𝑒 𝑓𝑙𝑜𝑤

 (3.9) 

 
Equations (3.10) – (3.19) describe the radial heat flows of the thermal resistance model. 
It is noticed that the heat gain, described by (3.10), depends on Nusselt number for 
internal forced convection, which also depends on the type of flow (single-phase or two-
phase). Heat transfer and pressure drop calculation for both single-phase and two-phase 
flow are described in Sections 3.1.3 and 3.1.4 respectively. Formulation of other heat 
transfer mechanisms are described in detail in Section 3.1.7. 
 

𝒒𝟏𝒂𝒗𝒆𝟐,𝑰𝑭𝑪𝒏
′ = (𝑵𝒖

𝒌𝟏𝒂𝒗𝒆𝟐
𝑫𝟐

)𝝅𝑫𝟐∆𝑻𝟏𝒂𝒗𝒆𝟐 ;  𝑵𝒖 = 𝑰𝒏𝒕𝒆𝒓𝒏𝒂𝒍 𝒇𝒐𝒓𝒄𝒆𝒅 𝒄𝒐𝒏𝒗𝒆𝒄𝒕𝒊𝒐𝒏 (3.10) 

𝑞23,𝐶𝑑
′ = 2𝜋𝑘23

∆𝑇23

𝑙𝑛
𝐷3
𝐷2

 
(3.11) 

𝑞34,𝐴𝐶𝑛
′ = 𝑞′ 𝑏𝑦 𝑛𝑎𝑡𝑢𝑟𝑎𝑙 𝑎𝑛𝑛𝑢𝑙𝑎𝑟 𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 (3.12) 

𝒒𝟑𝟒,𝑨𝑹𝒅
′ = 𝒒′ 𝒃𝒚 𝒓𝒂𝒅𝒊𝒂𝒕𝒊𝒐𝒏 𝒊𝒏 𝒂𝒏𝒏𝒖𝒍𝒂𝒓 𝒓𝒆𝒈𝒊𝒐𝒏 (3.13) 

𝑞3𝑠,𝐸𝐶𝑛
′ = 𝑞′ 𝑏𝑦 𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 𝑖𝑛 𝑒𝑥𝑡𝑒𝑛𝑑𝑒𝑑 𝑠𝑢𝑟𝑓𝑎𝑐𝑒𝑠 (3.14) 

𝑞45,𝐶𝑑
′ = 2𝜋𝑘45

∆𝑇45

𝑙𝑛
𝐷5
𝐷4

 
(3.15) 

𝑞5𝑎,𝐸𝐶𝑛
′ = (𝑁𝑢

𝑘5𝑎
𝐷5

) 𝜋𝐷5∆𝑇5𝑎 (3.16) 
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𝑁𝑢 = {
𝑁𝑢 𝑏𝑦 𝑛𝑎𝑡𝑢𝑟𝑎𝑙 𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 𝑖𝑓 𝑣 < 0.1𝑚/𝑠

𝑁𝑢 𝑏𝑦 𝑐𝑟𝑜𝑠𝑠 𝑓𝑙𝑜𝑤 𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 𝑓𝑜𝑟𝑐𝑒𝑑 𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 𝑖𝑓 𝑠𝑖 𝑣 > 0.1𝑚/𝑠
 

𝑞5𝑐,𝐸𝑅𝑑
′ = 𝑞′ 𝑏𝑦 𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛 (3.17) 

𝑞3,𝐼𝑛𝑐
′ = 𝜏45𝜂𝑜𝑝𝛼3𝐼𝑊 (3.18) 

𝑞5,𝐼𝑛𝑐
′ = 𝜂𝑜𝑝𝛼5𝐼𝑊 (3.19) 

 
3.1.2 Energy Balance Equations for Interconnecting Piping 
 
Thermal analysis for interconnecting piping is similar than for receivers. Figure 3.4 shows 
a six-node thermal resistance model for interconnections, where four temperatures are 
unknown. Equations (3.20) – (3.24) describe the energy balance in thermal resistance 
circuit and (3.23) is the energy balance of the HTF. Figure 3.7 shows the energy balance 
in the interconnection. It is noticed that the temperature of the HTF is higher than ambient 
temperature, so heat flows from the fluid to the ambience as a loss (𝑞1𝑎𝑣𝑒2,𝑐𝑜𝑛𝑣

′ ). This heat 

loss is obtained using single-phase or two-phase internal forced convection approach, as 
described in detail in Sections 3.1.3 and 3.1.4. The principal characteristic of this analysis 
is that geometric length of interconnections does not match with hydraulic length, so 
pressure drop is function of hydraulic length of interconnections. Equation (3.5) is quite 
different to (3.23) principally because of the consideration in change of enthalpy and the 
geometry of the sections. The enthalpy increases in receivers (heat gain), while is 
decreases in interconnecting piping (heat losses). Change in mechanical energy 

(∆ (
𝛽𝑉2

2
⁄ )) is obtained by the same method explained in Section 3.1.1. 

 
𝑵𝒐𝒅𝒆 𝟐 (𝒊𝒏𝒏𝒆𝒓 𝒔𝒊𝒅𝒆 𝒐𝒇 𝒑𝒊𝒑𝒆) ∶  𝒒𝟏𝒂𝒗𝒆𝟐,𝑰𝑭𝑪𝒏

′ = 𝒒𝟐𝟑,𝑪𝒅
′  (3.20) 

𝑁𝑜𝑑𝑒 3 (𝑜𝑢𝑡𝑒𝑟 𝑠𝑖𝑑𝑒 𝑜𝑓  𝑖 𝑒) ∶  𝑞23,𝐶𝑑
′ = 𝑞34,𝐶𝑑

′  (3.21) 

𝑁𝑜𝑑𝑒 4 (𝑜𝑢𝑡𝑒𝑟 𝑠𝑖𝑑𝑒 𝑜𝑓 𝑖𝑛𝑠𝑢𝑙𝑎𝑡𝑖𝑜𝑛) ∶  𝑞34,𝐶𝑑
′ + 𝐼𝑏𝜋𝐷4 = 𝑞4𝑎,𝐸𝐶𝑛

′ + 𝑞4𝑐,𝐸𝑅𝑑
′  (3.22) 

∆ℎ𝐼 =
𝑞1𝑎𝑣𝑒2,𝐼𝐹𝐶𝑛
′ 𝐿𝐺,𝐼

�̇�
+ ∆(

𝛽𝑉2

2
) + 𝑔∆𝑧 ;  ∆𝑃𝐼 = 𝑓(𝐿𝐻,𝐼) (3.23) 

𝐿𝐺,𝐼 = 𝐿𝑝𝑖𝑝𝑒  ;   𝐿𝐻,𝐼 = 𝐿𝑝𝑖𝑝𝑒 + 𝐿𝑒𝑞,𝑎𝑐𝑐 (3.24) 
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Fig. 3.4 - Thermal resistance model for interconnecting piping 
 

 
Fig. 3.5 - Energy balance around the interconnecting piping 

 
3.1.3 Single-phase Internal Forced Convection 
 
Sub-cooled liquid and dry steam are considered as single-phase fluids. Heat transfer and 
hydraulic analysis are considered as fully-developed flows with constant heat flux 
boundary conditions, and they are functions of the Reynolds number. Three regimes are 
considered: laminar, transitional and turbulent flow. Equations (3.25) – (3.27) describes 
the heat transfer analysis. All thermophysical properties are calculated at mean bulk 
temperature of the fluid, except 𝑃𝑟𝑤 which is obtained at the internal wall temperature of 
the pipe. The Prandtl ratio corrects for the temperature dependency of fluid properties [3]. 
 

𝑁𝑢 = 4.36 (
𝑃𝑟

𝑃𝑟𝑤
)
0.11

 ;  𝑅𝑒 < 1800  (3.25) 

𝑁𝑢 = √4.36410 + (
𝑒(

2200−𝑅𝑒
365

)

4.3642
+ (6.3 +

0.079𝑅𝑒𝑃𝑟√𝑓 2⁄

(1 + 𝑃𝑟4/5)5/6
)

−2

)

−5
10

(
𝑃𝑟

𝑃𝑟𝑤
)
0.11

  

1800 < 𝑅𝑒 < 4000 

(3.26) 

𝑁𝑢 =
𝑓𝑅𝑒𝑃𝑟

2(1.07 +
900
𝑅𝑒 −

0.63
1 + 10𝑃𝑟 + 12.7(𝑃𝑟2/3 − 1)√

𝑓
2)

(
𝑃𝑟

𝑃𝑟𝑤
)
0.11

 

4000 < 𝑅𝑒 < 107 

(3.27) 

 
For laminar flow, Nusselt number is constant and considered as constant heat flux in the 
surface. For transitional flow, Churchill’s correlation was selected. Finally, Petukov-
Kirilov-Popov correlation was selected for turbulent flow, which is quite similar to 
Gnielinsky’s correlation. These correlations were selected because they have a good 
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agreement with experimental data [3] and a quasi-continuity in regime changes all over 
the range of Reynolds number, as shown in Figure 3.6. 
 

 
Fig. 3.6 - Nu vs. Re for single-phase internal forced convection (Pr=0.7, Pr/Prw=1). 

 
Equation (3.28) represents the pressure drop in single-phase flow. Applying the same 
approach used before, (3.29) to (3.31) describes the mathematical model for Fanning 
friction factor. Explicit correlations for smooth pipes are used in order to minimize 
computational time and cost. A correlation developed by Churchill was selected for 
transitional flow, and a Colebrook’s correlation for turbulent flow. Figure 3.7 shows the 
mathematical model for friction factor. Notice that the friction factor is continuous all over 
the range of Reynolds numbers, and also present a low error compared to implicit 
Colebrook-White correlation used in the literature. 
 

∆𝑃 = 2𝑓
𝐿

𝐷
𝜌𝑉2 (3.28) 

𝑓 =  16 𝑅𝑒⁄  ; 𝑅𝑒 < 1800 (3.29) 

𝑓 = 2 [(
8

𝑅𝑒
)
12

+ [(−2.457𝑙𝑛 (
7

𝑅𝑒
)
0.9

)

16

+ (
37530

𝑅𝑒
)
16

]

3/2

]

1/12

 

1800 < 𝑅𝑒 < 4000 

(3.30) 

𝒇 = (𝟏. 𝟓𝟔𝟑𝟓𝒍𝒏
𝑹𝒆

𝟕
)
−𝟐

 ;  𝟒𝟎𝟎𝟎 < 𝑹𝒆 < 𝟏𝟎𝟕 
(3.31) 
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Fig. 3.7 - f vs. Re for single-phase flow 

 
3.1.4 Two-phase Internal Forced Convection 
 
Two-phase flow occurs at the boiling section of the system, where there is wet steam. 
Wojtan et al. [4,5] developed a heat transfer model for two-phase flow based on flow 
boiling data of refrigerants. This model considers horizontal tubes with evaporating 
diabatic flow, and it uses a flow pattern map (Figure 3.8) to locate the flow regime as a 
function of mass flux velocity G and vapor quality x. The methodology to solve two-phase 
flow consists on two steps: locating flow pattern with a given G and x, and calculating 
heat transfer/pressure drop using equations for resulting flow pattern.  
 
Flow patterns can be classified as “separated flows”, dryout flow, and mist flow. A 
separated flow is when liquid and gas phases are separated by an interface. Figure 3.9 
shows a graphical description of some flow patterns in axial and cross section of the pipe. 
The behavior of each flow pattern considered in the model as described as follow:  
 

• Stratified: It occurs at low G. Gas and liquid phases are completely separated by 
an undisturbed horizontal interface. The gas phase goes up due to its buoyancy. 

• Stratified-wavy: It occurs when there are notable waves on the interface of a 
stratified flow traveling in the flow direction. The crests of the waves do not reach 
the top of the pipe. 

• Slug: When G increases, waves at the interface becomes larger until the crest of 
waves are similar to the height of gas phase. The gas phase can be described as 
bubbles with large amplitude. 

• Slug + stratified-wavy: It is a combination of the slug and stratified-wavy flow 
patterns (both short and large waves at interface appear). 

• Intermittent: When the amplitude of waves in the interface becomes larger 
compared to slug flow, the liquid phase is capable to “wash” the top of the pipe. 
The gas phase becomes “small-amplitude bubbles”. 
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• Annular: The liquid phase forms film all around the surface of the pipe, and gas 
flows in its core. The interface may be disturbed with small waves and the gas 
phase may have dispersed droplets. Bubbles may appear in the interface. 

• Dryout: When liquid phase stars evaporating or converting into small dispersed 
droplets. 

• Mist: All the liquid phase is converted into quasi-continuous dispersed droplets in 
gas phase. 

 
Void fraction ε is the fraction of cross-area that is occupied by the vapor phase. Equation 

(3.33) determines angle of stratified flow (angle covered by liquid phase). Equations 
(3.34) – (3.37) describe transitional limits of flow patterns (𝐺𝑠: stratified flow, 𝐺𝑤: wavy 
flow, 𝐺𝑑: dryout flow, 𝐺𝑚: mist flow). 𝑥𝐼𝐴 is the steam quality where occurs transition of 

intermittent and annular flows. 𝑥𝑑𝑖 and 𝑥𝑑𝑒 are the steam qualities where occurs inlet and 
exit (respectively) of dryout flow at a given G. Dryout effect does not occurs at very low 
mass flux velocities. This limit is determined by 𝑥𝑠. Solving these equations and using the 
algorithm described in Figure 3.10 simultaneously, flow pattern with a given G and x is 
determined. Equation (3.39) is solved iteratively using fixed-point method, taking 𝑥𝐼𝐴 as 
initial value. 
 

휀(𝑥) =
𝑥

𝜌𝑣 [(1.12 − 0.12𝑥) (
𝑥
𝜌𝑣

+
1 − 𝑥
𝜌𝑙

) +
1.18(1 − 𝑥)[𝑔𝛬(𝜌𝑙 − 𝜌𝑣)]0.25

𝐺𝜌𝑙
0.5 ]

 
(3.32) 

𝜃𝑠 = 2𝜋 − 2{𝜋(1 − 휀(𝑥)) + √
3𝜋

2

3

[2휀(𝑥) − 1 + √1 − 휀(𝑥)
3

− √휀(𝑥)
3

]

−
[3휀2(𝑥) − 2휀3(𝑥) − 휀(𝑥)][8휀2(𝑥) − 8휀(𝑥) + 5]

200
} 

(3.33) 

𝐺𝑠(𝑥) = √
226.32𝑔𝐴𝐿𝐷𝐴𝑉𝐷

2 𝜌𝑣(𝜌𝑙 − 𝜌𝑣)𝜇𝑙
𝑥2(1 − 𝑥)𝜋3

3

 ;  𝐴𝐿𝐷 =
𝜋

4
(1 − 휀(𝑥)) ; 𝐴𝐿𝐷 =

𝜋

4
휀(𝑥) (3.34) 

𝐺𝑤(𝑥) = √
16𝑔𝐴𝑉𝐷

3 𝐷2𝜌𝑙𝜌𝑣

(𝜋𝑥)2√1 − (2ℎ𝐿𝐷 − 1)2
(

𝜋2𝐹𝑟𝑙

25ℎ𝐿𝐷
2 𝑊𝑒𝑙

+ 1) + 𝐺𝑤0 ;  ℎ𝐿𝐷

= 0.5 − 0.5𝑐𝑜𝑠 (𝜋 −
𝜃𝑠

2⁄ ) 

(3.35) 

𝐺𝑑(𝑥) = √
𝜌𝑣𝛬

𝐷2
[

1

0.235
(𝑙𝑛

0.9756

𝑥
) (

𝑔𝐷2
2(𝜌𝑙 − 𝜌𝑣)

𝛬
)

0.37

(
𝜌𝑙
𝜌𝑣
)
0.25

(
𝑞𝑐𝑟𝑖𝑡
𝑞

)
0.7

]

0.926

 (3.36) 

𝐺𝑚(𝑥) = √
𝜌𝑣𝛬

𝐷2
[

1

0.0058
(𝑙𝑛

1.0786

𝑥
) (

𝑔𝐷2
2(𝜌𝑙 − 𝜌𝑣)

𝛬
)

0.15

(
𝜌𝑣
𝜌𝑙
)
0.09

(
𝑞𝑐𝑟𝑖𝑡
𝑞

)
0.27

]

0.943

 (3.37) 
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𝑥𝐼𝐴 = [0.34
1
0.875⁄ (

𝜌𝑙
𝜌𝑣
)

1
1.75⁄

(
𝜇𝑣
𝜇𝑙
)

1
7⁄

+ 1]

−1

 (3.38) 

𝐺𝑠(𝑥𝑆) = 𝐺𝑑(𝑥𝑆) (3.39) 

𝑥𝑑𝑖 = 0.58𝑒𝑥 (0.52 − 0.235𝑊𝑒𝑣
0.17𝐹𝑟𝑣

0.37 (
𝜌𝑣
𝜌𝑙
)
0.25

(
𝑞

𝑞𝑐𝑟𝑖𝑡
)
0.70

) (3.40) 

𝑥𝑑𝑒 = 0.61𝑒𝑥 (0.57 − 0.0058𝑊𝑒𝑣
0.38𝐹𝑟𝑣

0.15 (
𝜌𝑣
𝜌𝑙
)
−0.09

(
𝑞

𝑞𝑐𝑟𝑖𝑡
)
0.27

) (3.41) 

 
Equations (3.42) – (3.46) represents the heat transfer coefficient. Equation (3.42) is used 
for all flow patterns except for dryout and mist flows, and it is function of vapor convection 
(ℎ𝑣) and wet convection (ℎ𝑤) heat transfer coefficients. Equations (3.43) and (3.44) are 
used for dryout and mist flows respectively. The angle 𝜃𝑑 is the dry angle of tube 
perimeter, and it is obtained according to (3.47) and Table 3.2. 
 

ℎ𝑇𝑃𝐻(𝑥) =
𝜃𝑑(𝑥)ℎ𝑣 + (2𝜋 − 𝜃𝑑(𝑥))ℎ𝑤

2𝜋
  (3.42) 

ℎ𝑑 = ℎ𝑇𝑃𝐻(𝑥𝑑𝑖) −
𝑥 − 𝑥𝑑𝑖
𝑥𝑑𝑒 − 𝑥𝑑𝑖

[ℎ𝑇𝑃𝐻(𝑥𝑑𝑖) − ℎ𝑚(𝑥𝑑𝑒)] (3.43) 

ℎ𝑚(𝑥) = 0.0117[𝑅𝑒𝐻(𝑥)]
0.79𝑃𝑟𝑉

1.06 [1 − 0.1 ((𝜌𝑙 − 𝜌𝑣)
(1 − 𝑥)

𝜌𝑣
)

0.4

]

−1.83

𝑘𝑉
𝐷2

 (3.44) 

ℎ𝑣 = 0.023𝑅𝑒𝑣
0.8𝑃𝑟𝑣

0.4
𝑘𝑣
𝐷2

 (3.45) 

ℎ𝑤 = √(0.0133𝑅𝑒𝛿
0.69𝑃𝑟𝑙

0.4
𝑘𝑙
𝛿
)
3

+ (𝐶𝑤 𝑟
0.12

𝑞0.67

(−𝑙𝑜𝑔 ( 𝑟))
0.55

𝑀0.5
)

3
3

 (3.46) 

𝜃𝑑(𝑥) = {

0  ;   𝑆𝑙𝑢𝑔, 𝑖𝑛𝑡𝑒𝑟𝑚𝑖𝑡𝑡𝑒𝑛𝑡 𝑎𝑛𝑑 𝑎𝑛𝑛𝑢𝑙𝑎𝑟 𝑟𝑒𝑔𝑖𝑚𝑒𝑠

(
𝑥

𝑥𝐼𝐴
)
𝑎

(
𝐺𝑤(𝑥) − 𝐺

𝐺𝑤(𝑥) − 𝐺𝑠(𝑥)
)

𝑏

𝜃𝑠  ;   𝑓𝑜𝑟 𝑜𝑡ℎ𝑒𝑟 𝑟𝑒𝑔𝑖𝑚𝑒𝑠
 (3.47) 

 
Table 3.2 - Constants for (3.47) 

Regime a b 

Stratified 0 0 

Slug + Stratified wavy 1 0.61 

Stratified wavy 0 0.61 
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Fig. 3.8 - Typical flow pattern map for two-phase flow 

 

 
Fig. 3.9 – Behavior of flow patterns 
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Fig. 3.10 - Flowchart algorithm 

 
For hydraulic behavior in two-phase flow, the model developed by Quibén and Thome [6] 
is used. This model uses the same flow pattern maps as Wojtan et al. The accuracy of 
this model is within ±30% of precision of around 83% of the validating experimental data, 
taking into account that the validation of the model was made with a wide range of 
conditions (fluids, pipe diameters, mass flows, heat fluxes) [6]. Equations (3.48) – (3.55) 
and Table 3.3 describes the mathematical model for pressure drop depending on flow 
pattern regime. Pressure drop ∆𝑃𝐿𝑂 is the pressure drop as saturated liquid, and it is 
calculated using (3.28). 
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𝑉𝑙 =
𝐺(1 − 𝑥)

𝜌𝑙(1 − 휀)
  ;   𝑉𝑣 =

𝐺𝑥

𝜌𝑣휀
 (3.48) 

𝑓𝑇𝑃𝐻,𝑆 =
𝜃𝑠
2𝜋

𝑓𝐺 + (1 −
𝜃𝑠
2𝜋

)𝑓𝑇𝑃𝐻,𝐴 (3.49) 

𝑓𝑇𝑃𝐻,𝑆𝑊 =
𝜃𝑑(𝑥)

2𝜋
𝑓𝐺 + (1 −

𝜃𝑑(𝑥)

2𝜋
)𝑓𝑇𝑃𝐻,𝐴 (3.50) 

𝑓𝐺 = 0.079(
𝜇𝑣휀(𝑥)

𝐺𝑥𝐷2
)

0.25

 (3.51) 

𝑓𝑇𝑃𝐻,𝐴 = 0.67 (
𝛿

𝐷2
)
1.2

(
𝛬

(𝜌𝑙 − 𝜌𝑣)𝑔𝛿
2
)
0.4

(
𝜇𝑣
𝜇𝑙
)
0.08

𝑊𝑒𝑙
−0.034 (3.52) 

𝑓𝐻 = 0.079(
𝑥𝜇𝑣 + (1 − 𝑥)𝜇𝑙

𝐺𝐷2
)

0.25

 (3.53) 

𝜌𝐻 = 𝜌𝑙 (1 −
𝑥𝜌𝑙

𝑥(𝜌𝑙 − 𝜌𝑣) + 𝜌𝑣
) +

𝑥𝜌𝑙𝜌𝑣
𝑥(𝜌𝑙 − 𝜌𝑣) + 𝜌𝑣

 (3.54) 

𝛿 =

{
 
 

 
 

𝐷2
2
  ;   𝜃𝑑(𝑥) > 2𝜋휀(𝑥)

𝐷2
2
− √(

𝐷2
2
)
2

−
𝜋𝐷2

2(1 − 휀(𝑥))

4𝜋 − 2𝜃𝑑(𝑥)
  ;   𝜃𝑑 ≤ 2𝜋휀(𝑥)

 (3.55) 

 
Table 3.3 - Equations for pressure drop modeling 

Flow pattern Special 
condition 

Model Eq. 

Stratified 𝑥 < 𝑥𝐼𝐴 
∆𝑃𝑆,1 = ∆𝑃𝐿𝑂 (1 −

휀(𝑥)

휀(𝑥𝐼𝐴)
)

0.25

+ ∆𝑃𝑆,2 (
휀(𝑥)

휀(𝑥𝐼𝐴)
)

0.25

 
(3.56) 

 𝑥 ≥ 𝑥𝐼𝐴 
∆𝑃𝑆,2 = 4𝑓𝑇𝑃𝐻,𝑆

𝐿𝜌𝑣𝑉𝑣
2

2𝐷2
 

(3.57) 

Slug + 
stratified wavy 

- 
∆𝑃 = ∆𝑃𝐿𝑂 (1 −

휀(𝑥)

휀(𝑥𝐼𝐴)
)

0.25

+ ∆𝑃𝑆𝑊 (
휀(𝑥)

휀(𝑥𝐼𝐴)
)

0.25

 
(3.58) 

Slug and 
Intermittent 

- 
∆𝑃 = ∆𝑃𝐿𝑂 (1 −

휀(𝑥)

휀(𝑥𝐼𝐴)
)

0.25

+ ∆𝑃𝐴 (
휀(𝑥)

휀(𝑥𝐼𝐴)
)

0.25

 
(3.59) 

Stratified 
wavy 

- 
∆𝑃𝑆𝑊 = 4𝑓𝑇𝑃𝐻,𝑆𝑊

𝐿𝜌𝑣𝑉𝑣
2

2𝐷2
 

(3.60) 

Annular - 
∆𝑃𝐴 = 4𝑓𝑇𝑃𝐻,𝐴

𝐿𝜌𝑣𝑉𝑣
2

2𝐷2
 

(3.61) 
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ℎ𝑜𝑢𝑡 = ℎ(𝑇𝑖𝑛, 𝑃𝑖𝑛) + ∆ℎ𝑆 

ℎ𝑎𝑣𝑒 = ℎ(𝑇𝑖𝑛, 𝑃𝑖𝑛) + ∆ℎ𝑆 2⁄  

𝑃𝑜𝑢𝑡 = 𝑃𝑖𝑛 − ∆𝑃𝑠 

𝑃𝑎𝑣𝑒 = 𝑃𝑖𝑛 − ∆𝑃𝑠 2⁄  

𝑇𝑎𝑣𝑒 = 𝑇(𝑃𝑎𝑣𝑒 , ℎ𝑎𝑣𝑒) 

ℎ𝑜𝑢𝑡 = ℎ(𝑇𝑖𝑛, 𝑃𝑖𝑛) + ∆ℎ𝑆 

ℎ𝑎𝑣𝑒 = ℎ(𝑇𝑖𝑛, 𝑃𝑖𝑛) + ∆ℎ𝑆 2⁄  

𝑥𝑎𝑣𝑒 = 𝑥(ℎ𝑎𝑣𝑒 , 𝑃𝑎𝑣𝑒) 
∆𝑃𝑠 = 𝑓(𝑥𝑎𝑣𝑒) 

𝑇𝑜𝑢𝑡 = 𝑇𝑠𝑎𝑡(𝑃𝑜𝑢𝑡) 

ℎ𝑜𝑢𝑡 = ℎ(𝑥𝑖𝑛, 𝑃𝑖𝑛) + ∆ℎ𝑆 

ℎ𝑎𝑣𝑒 = ℎ(𝑥𝑖𝑛, 𝑃𝑖𝑛) + ∆ℎ𝑆 2⁄  

𝑃𝑎𝑣𝑒 = 𝑃𝑖𝑛 − ∆𝑃𝑆 2⁄  

𝑥𝑎𝑣𝑒 = 𝑥(ℎ𝑎𝑣𝑒 , 𝑃𝑎𝑣𝑒) 

ℎ𝑜𝑢𝑡 = ℎ(𝑥𝑖𝑛, 𝑃𝑖𝑛) + ∆ℎ𝑆 

ℎ𝑎𝑣𝑒 = ℎ(𝑥𝑖𝑛, 𝑃𝑖𝑛) + ∆ℎ𝑆 2⁄  

𝑥𝑎𝑣𝑒 = 𝑥(ℎ𝑎𝑣𝑒 , 𝑃𝑎𝑣𝑒) 
∆𝑃𝑠 = 𝑓(𝑥𝑎𝑣𝑒) 

ℎ𝑜𝑢𝑡 = ℎ(𝑇𝑖𝑛, 𝑃𝑖𝑛) + ∆ℎ𝑆 

ℎ𝑎𝑣𝑒 = ℎ(𝑇𝑖𝑛, 𝑃𝑖𝑛) + ∆ℎ𝑆 2⁄  

𝑃𝑜𝑢𝑡 = 𝑃𝑖𝑛 − ∆𝑃𝑠 

𝑃𝑎𝑣𝑒 = 𝑃𝑖𝑛 − ∆𝑃𝑠 2⁄  

𝑇𝑎𝑣𝑒 = 𝑇(𝑃𝑎𝑣𝑒 , ℎ𝑎𝑣𝑒) 

Fig. 3.12 – Temperature vs. entropy diagrams for phase change phenomena 
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3.1.6 Internal forced convection using Al2O3/water nanofluids 
 
Two approaches were analyzed in internal forced convection modeling of solar-energy-
to-heat conversion using nanofluids: single-phase and Nusselt-correlation. The single-
phase approach obtains effective single-phase properties based on base-fluid and 
nanoparticle properties, then the heat transfer coefficient and pressure drop were 
obtained using (3.25) – (3.28) (see Section 3.1.3). Equations (3.64) – (3.67) describes 
the effective single-phase properties of the nanofluid. In this approach, the value of the 
convection coefficient depends whether the flow is laminar, in transition, or turbulent, 
dependent on the Reynolds number. Most properties of the fluid are obtained at the mean 
free-flow temperature, which is an average of the superficial and mean bulk temperatures 
of the fluid, except for P r w  which is obtained at the inner pipe superficial temperature. 
Mixing theory was used to calculate the density and specific heat of the nanofluid. The 
viscosity was obtained by the Masoud-Moghadassi correlation [8], and the thermal 
conductivity was calculated with the Corcione correlation [9], for the Al2O3/water 
nanofluid. 
 

𝜌𝑛𝑓 = (1 − 𝜑)𝜌𝑏𝑓 + 𝜑𝜌𝑛𝑝 (3.64) 

𝐶𝑝 𝑛𝑓 =
(1 − 𝜑)(𝜌𝐶𝑝)𝑏𝑓 + 𝜑(𝜌𝐶𝑝)𝑛𝑝

(1 − 𝜑)𝜌𝑏𝑓 + 𝜑𝜌𝑛𝑝
 (3.65) 

𝜇𝑛𝑓

𝜇𝑏𝑓
= 𝑒𝑥 (0.72 − 0.485

𝑇𝑎 + 273

𝑇𝑟𝑒𝑓
+ 14.9𝜑 (

𝑑𝑛𝑝 + 2𝑠

𝑑𝑛𝑝
)

3

+ 0.0105
𝑑𝑛𝑝

𝑠0 + 𝑠
) (3.66) 

𝑘𝑛𝑓

𝑘𝑏𝑓
= 1 + 4.4 (

2𝜌𝑏𝑓𝑘𝑏
′ (𝑇𝑎 + 273)

𝜋𝜇𝑏𝑓
2 𝑑𝑛𝑝

)

0.4

(𝜑 (
𝐶𝑝𝜇

𝑘
)
𝑏𝑓
)

0.66

(
𝑇𝑎 + 273

𝑇𝑓𝑟
)

10

(
𝑘𝑛𝑝

𝑘𝑏𝑓
)

0.03

 (3.67) 

 
Nusselt-correlation approach consists of calculating the heat transfer coefficient using 
exclusive correlations for the Al2O3-water nanofluid, instead of using single-phase 
correlations. The friction factor and thermophysical properties of the nanofluid are 
obtained by (3.29) – (3.31) and (3.68) – (3.69) respectively, as described in an earlier 
section. Correlations developed by Maïga et al. [10,11] are used to calculate the Nusselt 
number in this approach. Due to a lack of correlations for convective heat transfer with 
nanofluids, the validity range of Reynolds number was modified to cover laminar and 
turbulent regimes. Figure 3.13 shows the thermal model using this approach. 
 

𝑁𝑢 = max(0.086𝑅𝑒0.55𝑃𝑟0.5 (
𝑃𝑟

𝑃𝑟𝑤
)
0.11

 , 4.364 (
𝑃𝑟

𝑃𝑟𝑤
)
0.11

)  𝑓𝑜𝑟 𝑙𝑎𝑚𝑖𝑛𝑎𝑟 𝑓𝑙𝑜𝑤 (3.68) 

𝑁𝑢 = 0.085𝑅𝑒0.71𝑃𝑟0.35 (
𝑃𝑟

𝑃𝑟𝑤
)
0.11

 𝑓𝑜𝑟 𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡 𝑓𝑙𝑜𝑤 (3.69) 

 



74 

 
Fig. 3.13 – Nu vs. Re for internal forced convection using Al2O3/water nanofluid 

(Pr/Prw=1) 
 
3.1.7 Other Heat Transfer Phenomena 
 
Radiation and other convective heat transfer mechanisms involved into solar-energy-to 
heat conversion are explained below. Table 3.4 resumes the mathematical model used 
to calculate heat transfer flows. There is also an explanation about the validity of the 
correlations used, the assumptions of considering those correlations, and the 
considerations of some properties. 
 
3.1.7.1 Natural annular convection 
 
Describes the heat transfer by convection between the cover glass and the pipe (𝑞34,𝑟𝑎𝑑

′ ). 

A correlation developed by Raithby and Hollands is used. This correlation obtains the 
heat transfer between two long, horizontal, concentric, cylindrical, isothermal surfaces; 
and assumes that the fluid in the annular region is not in an extreme vacuum. Its validity 
is for 𝑅𝑎 > (𝐷/(𝐷 − 𝑑))4 and 𝑘𝑒𝑓𝑓/𝑘34 > 1.  

 
A correlation developed by Ratzel et. al is used for extreme vacuum cases. This 
correlation assumes the same heat transfer conditions as Raithby and Hollands 
correlation, and it is valid for 𝑅𝑎 < (𝐷/(𝐷 − 𝑑))4. It is worth nothing that this correlation 
can overestimate the heat transfer at very low (<0.013Pa) pressures [12]. For both 
correlations, properties are obtained using average temperature of the fluid. 
 
3.1.7.2 Natural external convection 
 
Under conditions of low wind velocity (<0.1 m/s), it is considered as natural convection in 
the outside surface of the glass cover (or pipe in case of non-covered receivers). Churchill 
and Chu developed a correlation for this heat transfer mechanism. It models the 
convection around a large, horizontal, isothermal, cylindrical surface, where the 
surrounding air develops laminar and turbulent boundary layers all around the surface.  

1
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1 10 100 1000 10000 100000
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Table 3.4 – Mathematical model for other heat transfer phenomena 

Heat flow type Special 
condition 

Model Eq. Ref. 

Natural annular convection Non-
evacuated 𝑞′ = 2𝜋∆𝑇

𝑘𝑒𝑓𝑓

𝑙𝑛(𝐷/𝑑)
=

2.425𝑘34∆𝑇

(1 + (
𝑑
𝐷)

3/5

)

5/4
√

𝑃𝑟𝑅𝑎𝑑
0.861 + 𝑃𝑟

4

 

(3.70) [13] 

evacuated 
ℎ =

𝑘

𝐷
2 𝑙𝑛 (

𝑑
𝐷) + (

9𝛾 − 5
2(𝛾 + 1)

) (𝐶𝑎
�̅�23 + 273

𝑃𝑎𝛿2
) (

𝑑
𝐷 + 1)

  
(3.71) [14] 

Natural external 
convection 

- 

𝑁𝑢 =

[
 
 
 
 

0.6 +
0.387𝑅𝑎1/6

(1 + (
0.559
𝑃𝑟 )

9/16

)

8/27

]
 
 
 
 
2

 

(3.72) [15] 

Cross-flow external forced 
convection 

- 
𝑁𝑢 = 𝐶𝑅𝑒𝑚𝑃𝑟𝑛 (

𝑃𝑟

𝑃𝑟𝑤
)
1/4

 ;  𝐶,𝑚 = 𝑓(𝑅𝑒)  ; 𝑛 = 𝑓(𝑃𝑟) 
(3.73) [16] 

External convection in 
extended surfaces 

Wind velocity  
𝑞𝑏
′ = 𝑛𝑏√ℎ𝑃𝑏𝑘𝑏𝐴𝑐

∆𝑇

𝐿
 ; ℎ = 𝑁𝑢

𝑘

𝐷ℎ
 

𝑁𝑢 𝑑𝑒 𝑒𝑛𝑑𝑠 𝑜𝑛 𝑡𝑦 𝑒 𝑜𝑓 𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 

(3.74) [17] 

Radiation in annular region - 
𝑞′ =

𝜎𝜋𝐷(𝑇𝐷
4 − 𝑇𝑑

4)

1
휀𝑑

+
𝐷(1 − 휀𝐷)

𝑑휀𝐷

 
(3.75) [17] 

External radiation - 𝑞′ = 𝜎휀𝜋𝐷(𝑇𝐷
4 − 𝑇𝑐𝑖

4) 

𝑇𝑐𝑖 = 𝑇∞√휀𝑐𝑖
4  ;  휀𝑐𝑖 = 0.711 + 0.56

𝑇𝑑𝑒𝑤
100

+ 0.73 (
𝑇𝑑𝑒𝑤
100

)
2

  

(3.76) [17, 
18] 
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Fluid properties are evaluated at the average boundary-layer temperature, which is the 
average between superficial and mean bulk temperature of the fluid. This correlation is 
valid up to 𝑅𝑎 > 1012, which covers a large range of natural convective phenomena. 
 
3.1.7.3 Cross-flow external forced convection 
 
This heat transfer mechanism occurs when the external surface of the receiver is under 
medium-to-high wind velocity. A cross-flow is used to simplify the mathematical model. A 
correlation developed by Zhukauskas is used, which assumes forced convection with 
fluids in a cross flow around a long smooth isothermal cylindrical surface. The advantages 
of this correlation are the large validity range of the Reynolds number and the ease of its 
computation. Similar to the natural external convection, the fluid properties are calculated 
at the mean boundary-layer temperature, except for P r w  (at wall temperature). Table 3.5 
shows the values of the constants used in (3.73). 
 

Table 3.5 - Constants for Zhukauskas correlation 

Re C m 

1 – 40 0.75 0.4 

40 – 1000 0.51 0.5 

1000 – 2x105 0.26 0.6 

2x105 – 107 0.076 0.7 

If Pr<10, n= 0.37; if Pr>10, n=0.36 

 
3.1.7.4 External convection in extended surfaces 
 
This heat transfer phenomenon takes place at the surface of brackets (𝑞3𝑠,𝑐𝑜𝑛𝑑

′ ). It is 

modeled as convective losses occurring at constant-area, infinite extended surfaces. The 
Nusselt number is calculated according to the type of external convection in the 
surroundings, whether natural or forced cross-flow, and the formula is the same as 
described previously. The fluid properties also depend on the convection type. The 
properties along the brackets are considered constant.  
 
3.1.7.5 Radiation in Annular region 
 
Besides convection, radiative heat losses take place in the annular region in covered 
receivers. Key assumptions are that the surfaces are long, isothermal, gray, concentric 
cylinders; and that the fluid between the surfaces does not participate in the radiative heat 
transfer [17]. 
 
3.1.7.6 External radiation 
 
External radiation occurs at the external surface of the receiver, exchanging heat with the 
atmosphere. It is modeled as radiative heat exchange between a gray body inside a large 
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hemispherical dome. The sky temperature depends on the ambient dew point 
temperature, where Martin and Berdahl correlation is used to calculate the sky 
temperature in humid ambient air. 
 
3.2 A brief description of thermal analysis using Engineering Equation Solver 
 
3.2.1 Background 
 
Before explaining how to make thermal analysis using the developed code, it is important 
to understand how Engineering Equation Solver (EES) works. EES is a numerical 
equation-solver that can solve system with linear and non-linear algebraic equations 
and/or differential equations [19]. Solving equations automatically is one of the 
advantages of this software, so it is not needed to program an iterative numerical method 
to solve systems of equations. Another feature is that it has a database of thermo-physical 
properties of many substances, making this software a potential tool to solve engineering 
problems. This is useful in the case of modeling two-phase flow with water. These 
features are the key reason of selecting EES for this research. Other features used in this 
research are the input data by a graphic user interface, parametric tables, data input by 
tables, and the use of arrays to show results. The use of those features is explained 
below. 
 
3.2.2 Input data window 
 
The input data consists in three parts: the ambient conditions, collector design and system 
description. All three input sections are in the diagram window (graphical interface). 
Figure 3.14 shows the input data for the ambient conditions section. It is noticed that the 
input corresponds to instantaneous measurements (for steady-state analysis). 
 

 
Fig. 3.14 – Inputs for ambient conditions of collector system 

 
The second section corresponds to the collector design. The data needed are the 
geometry, materials, and properties (thermo-physical or optical) of the collector. Figure 
3.15 shows the window of the collector design. A user can define its own collector as 
“User-Defined”, but there are other three models in database (LS-2, LS-3 or IST). Glass 
envelope, absorber, brackets, mirrors, and collector dimensions sub-section define 
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geometrical, thermo-physical and/or optical properties of each part of the collector related 
with energy conversion. Users can change optical properties of selective coating in sub-
section “Absorber” by selecting “User-Defined” and changing data of “Selective Coating 
Properties” sub-section for non-programmed selective coatings. Gas in annular region 
and its pressure are defined in “Gas in Annulus” sub-section (in case of vacuum, specify 
the pressure). Optical efficiency can be defined by separated factors or combined in one 
in “Optical Efficiency Terms” sub-section. Finally, incident angle modifier is defined by 
standard equation used in the literature. 
 

 
Fig. 3.15 – Inputs for collector design used in thermal analysis 

 
Finally, the system description window shows data related to instantaneous operation of 
the system. Figure 3.16 shows the input/output data of this section. Inlet flow conditions 
(pressure, temperature, quality in case of water), flow rate and HTF are defined in “Inlet 
Data” sub-section; while “Matrix Data” refers to the hydraulic configuration of the system. 
In case of a system with parallel configuration, the number of rows in matrix should be 
greater than one. This sub-section also shows some output data of the land area used. 
In case of parallel configuration, the analysis of each row will be realized by dividing the 
input flow rate to the number of rows (equal flow rate in all rows).  
 
It is important to notify that for parametric analysis, the variables to assume as to be 
parametrized should be deactivated from diagram window. This will avoid errors during 
the analysis. For more information, see Appendix B. 
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Fig. 3.16 – Inputs for system description section. 

 
3.2.3 Convergence 
 

Users can define upper and lower limits of each variable by clicking on  or pressing 
F9. Selecting the correct limits can diminish computational time and avoid divergence 
errors. For example, Figure 3.17 shows atmospheric pressure and critical pressure as 
limits of pressure of water inside the pipe. If those limits are not defined, the algorithm 
can solve equations outside this range, making the solution practically impossible. If limits 
are wrong defined, the algorithm would show a warning message as shown in Figure 3.18 
(the variable has a fixed limit). Default limits are “-infinity” and “infinity”. 
 

 
Fig. 3.17 – Defining variable limits 
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Fig. 3.18 – Warning message for convergence 

 
3.2.4 Output data window 
 

The problem will be solved by clicking on  or pressing F2. Solution window (click on  
or press Ctrl + U) shows results for non-array variables (including input variables) and the 

last calculation of functions and procedures. Array table (click on  or press Ctrl + Y) 
shows data of array variables, and it shows a n x 56 array, being n the number of 
collectors in each row. The variables shown in the array solution are the thermo-hydraulic 
parameter of each collector and interconnecting piping (pressure, temperature, heat 
transfer, pressure drop, etc). This data can be exported to Excel to process them, in case 
of needed. For example, Figure 3.19 shows profiles of temperature, pressure, and quality 
of steam of a simulated Direct Steam Generation system installed at Plataforma Solar de 
Almería (green line is the steam quality).  
 

  
a)                                                                 b) 

Fig. 3.19 – Temperature, pressure and quality of steam profiles. 
 
3.3 Nomenclature 
 
General symbols 
 

𝐴 Collector area (m2) 

𝐴𝑏 Cross section of brackets (m2) 

𝐴𝐿𝐷 Cross sectional coefficient for liquid phase 

𝐴𝑉𝐷 Cross sectional coefficient for vapor phase 

𝐶,𝑚, 𝑛 Dimensionless constants 
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𝐶𝑎 Constant for vacuum in annulus (2.331𝑥10−20 𝑚𝑚𝐻𝑔 𝑐𝑚3/𝐾) 

𝐶𝑝 Specific heat (J/kgK) 

𝐶𝑤 Constant for wavy two-phase heat transfer (44 𝑠2.01/𝑘𝑔0.17) 

𝑑𝑛𝑝 Diameter of the nanoparticles (m) 

𝐷 Outer diameter (m) 

𝐷ℎ Hydraulic diameter (m) 

𝐷𝑖 Diameter at i boundary (m) 

𝑑 Inner diameter (m) 

𝑑𝑛𝑝 Nanoparticle diameter (nm) 

𝐹𝑟 Froude number (𝐺2 (𝑔𝜌𝑣(𝜌𝑙 − 𝜌𝑣)𝐷)⁄  for vapor phase) 

𝑓 Friction factor 

𝐺(𝑥) Mass velocity at a given quality x (kg/m2s) 

𝐺𝑤0 Additive constant (50 𝑘𝑔/𝑚2𝑠) [20] 

ℎ Convection heat transfer coefficient (W/m2K) 

ℎ𝐿𝐷 Liquid vertical height ratio 

𝐼 Direct solar irradiation (W/m2) 

𝑘 Thermal conductivity (W/m*K) 

𝐾 Incident angle modifier 

𝑘𝑖𝑗 Thermal conductivity of the material between i and j boundary 
(W/m*K) 

𝑘𝑏 Thermal conductivity of the brackets (W/m*K) 

𝑘𝑏
′  Bolztmann’s constant = 1.3807 x 10-23 J/K (for nanofluids) 

𝑘𝑒𝑓𝑓 Effective thermal conductivity (W/m*K) 

𝐿 Collector length (m) 

𝑀 Molecular mass (kg) 

�̇� Mass flow (kg/s) 

𝑛𝑏 Number of brackets per collector 

𝑁𝑢 Nusselt number 

𝑃𝑎 Absolute pressure at annulus (mmHg) 

𝑃𝑏 Perimeter of cross section of brackets (m) 

𝑃𝑟 Reduced pressure 

𝑃𝑟 Prandtl number at evaluating temperature 
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𝑃𝑟𝑤 Prandtl number at wall temperature 

𝑞 Heat flux (W/m2) 

𝑞𝑐𝑟𝑖𝑡 Critical heat flux (W/m2) 

𝑞𝑖𝑗,𝑡𝑦𝑝𝑒
′  Type heat transfer flow (See table 3.1) per length between 

boundaries i and j (W/m) 

𝑞𝑖,𝐼𝑛𝑐
′  Incident heat transfer flow per length at i boundary (W/m) 

𝑅𝑎𝑑 Rayleigh number at evaluating temperature and d as characteristic 
length 

𝑅𝑒 Reynolds number at evaluation temperature 

𝑠 Thickness of the capping layer of the nanoparticle (nm) 

𝑠0 Adding constant of capping layer (1nm) 

�̅�23 Average temperature of annulus (°C) 

𝑇𝑑𝑒𝑤 Dew point (°C) 

𝑇𝑓𝑟 Freezing point of the base fluid (K) 

𝑇𝑖 Temperature at i boundary (°C, K for radiation) 

𝑇𝑟𝑒𝑓 Reference temperature (293 𝐾) 

�̇� Flow volume (m3/s) 

𝑣 Flow velocity (m/s) 

𝑊 Collector width (m) 

𝑊𝑒 Weber number 

𝑥 Vapor quality 

 
Greek letters 
 

𝛼𝑖 Absorptance at i boundary 

𝛽 Kinetic energy correction factor 

𝛾 Specific heat ratio 

𝛾𝑐 Interception factor of the collector 

𝛿 Molecular diameter of annulus gas (cm) 

𝛿 Liquid film thickness for two-phase flow (m) 

∆ℎ𝑆 Collector enthalpy difference (W/kg) 

∆𝑇𝑖𝑗 Temperature difference between i and j boundaries (°C) 

𝜃 Incident angle 
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𝜃𝑑(𝑥) Dry angle of tube perimeter (rad) 

𝜃𝑠(𝑥) Stratified flow angle of tube perimeter (rad) 

휀𝑖 Emittance at i boundary 

휀(𝑥) Void fraction 

𝛬 Superficial tension (N/m) 

𝜂 Collector thermal efficiency 

𝜂𝑜𝑝 Optical efficiency 

µ Viscosity (Pa s) 

𝜋 Pi constant 

𝜌 Density (kg/m3) 

𝜎 Stefan-Boltzmann constant 

𝜑 Volume fraction of the nanoparticles (vol%) 

 
Boundaries and subscripts 
 

1i  Collector inlet 

1o  Collector outlet 

1ave  Fluid mean bulk 

2  Inner pipe surface 

3  Outer pipe surface 

4  Inner cover glass surface (outer surface of insulation for 
interconnecting piping) 

5  Outer cover glass surface 

a  Atmosphere 

c  Sky 

b f  Base fluid 

𝑑𝑖 Dryout inlet 

𝑑𝑒 Dryout exit 

𝐺, 𝐼 Geometric property in interconnections 

𝐻, 𝐼 Hydraulic property in interconnections 

𝐻 Homogeneous property (two-phase flow) 

𝐼 Interconnecting piping 

𝐼𝐴 Intermittent to annular transition 
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𝑙 Saturated liquid 

n f  Nanofluid 

n p  Nanoparticle 

s Outside of the brackets (extended surface) 

𝑆 Section 

𝑇𝑃𝐻 Two-phase 

𝑣 Saturated vapor 
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Chapter 4 Results and discussion 
 
This chapter shows a comparison between experimental data and simulated results in 
order to validate the thermo-hydraulic model presented in this work. Single-phase thermo-
hydraulic modeling is presented in Cases 1 and 2, and two-phase modeling in Cases 3 
and 4. Case 1 compares simulations and experiments of four different PTCs using a 
thermal oil as heat transfer fluid. Case 2 is similar to case 1 but using Al2O3/water 
nanofluid as heat transfer fluid. Case 3 compares experimental and simulated 
temperature and pressure profiles of a direct steam generation. Case 4 presents a pre-
design analysis for implementing PTC technology into an industrial process. 
 
4.1 Case 1: Thermal efficiency curves 
 
This section shows a comparison of experimental data and simulated results of 4 PTC 
test results presented in the literature. Simulations were carried out using geometrical 
data, operational/ambient conditions, and thermophysical/optical properties of materials 
given in the corresponding reports. Design data used in simulations are presented in 
Table 4.1. All tests were realized in steady-state conditions varying ambient and 
operational parameters (such as solar radiation, wind velocity, flow rate or inlet 
temperature) as stated in test reports. Simulated outlet temperature (𝑇𝑜𝑢𝑡), difference 
temperature in collector (∆𝑇), average fluid temperature above ambient (∆𝑇𝑎𝑚𝑏), and 

thermal efficiency (𝜂) are taken as “output parameters” to compare with reported data. 
 
4.1.1 LS-2 with a PTR-70 receiver 
 
Moss and Brosseau [1] reported test results of a PTR-70 receiver coupled to a LS-2 PTC. 
Outdoor tests were carried out at SANDIA Laboratories, in Alburquerque. All thermal 
efficiency tests were realized under zero-incidence using Syltherm 800 as HTF. Water 
was used only in test for peak thermal efficiency. Average measured ambient parameters 
in tests were around 934 – 1051 W/m2 for direct-beam solar radiation, 1.3 – 6.2 m/s for 
wind velocity, and 13.9 – 14.8 GPM for flow rate (9.95 GPM for peak-efficiency test with 
water).  
 
Figure 4.1 shows thermal efficiency curves using experimental data, simulated results, 
and characteristic equation given in test results. Figure 4.2 shows the comparison of 
simulations and experiments for the output parameters. It is noticed that difference 
temperature in collector and thermal efficiency have a notable variability (Figure 4.2 b and 
d). Others output parameters do not show variability with experimental data. This behavior 
is repeated in all cases presented. 
 
Absolute errors between simulations and experiments are represented in boxplots shown 
in Figure 4.3. Table 4.2 shows statistical resume of output-parameters’ absolute errors. 
Average absolute error for ∆𝑇 is around 0.39°C, which it represents around 6 times the 
accuracy of the RTDs used in experiments (±0.06 °C). For thermal efficiency, average 
absolute error is around 1.5%, which shows good agreement with experiments since test 
results report uncertainties of around 1%-2% for thermal efficiency.
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Fig. 4.3 – Absolute errors’ boxplots of output parameters for LS-2 with PTR-70 receiver 

 
Table 4.2 – Descriptive statistics for absolute errors (LS-2 + PTR-70) 

 Tout (°C) ΔT (°C) ΔTamb (°C) η (%) 

Test range 33.13 – 370.3 11.78 – 21.96 9.26 – 348.71 65.2 – 78.6 

Min 0 0.02 0.005 0.11 

Max 1.32 1.32 0.655 2.96 

Average 0.388 0.387 0.198 1.508 

St Dev 0.354 0.347 0.179 0.864 

 
4.1.2 LS-2 with an UVAC receiver 
 
Dudley et al. [2] reported test results of a LS-2 PTC with an UVAC receiver using 5 
different design conditions: evacuated receiver with Cermet coating, non-evacuated 
receiver with Cermet coating, no glass-covered receiver with Cermet coating, evacuated 
receiver with Black Chrome coating, and non-evacuated receiver with Black Chrome 
coating. Test facility and HTF used were the same as described in previous section. 
Average measured ambient parameters in tests using evacuated (vacuum in annulus) 
and non-evacuated (air in annulus) receivers were around 744.6 – 982.3 W/m2 for direct-
beam solar radiation, 0 – 5.9 m/s for wind velocity, and 12.6 – 15 GPM for flow rate (≈5 
GPM for peak-efficiency test with water). No glass-covered receiver will be discussed 
separately. Due to a lack of information about pipe used in receiver, a standard stainless 
steel 2 ½” Sch 40 was simulated in order to determine the influence of pipe thickness into 
thermal behavior. 
 
Figures 4.4 and 4.5 shows thermal efficiency curves comparing experiments, simulations, 
and equations reported for evacuated and non-evacuated receivers using Cermet and 
Black Chrome coatings respectively. The non-evacuated cases (air in annulus) shows a 
lower thermal efficiency than evacuated cases. This is caused by the presence of air in 
the annulus region, which increase thermal losses by convection compared with 
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a)                                                                 b) 

Fig. 4.8 – Absolute errors’ boxplots of output parameters for LS-2 with UVAC receiver 
and Cermet coating. a) Air in annulus, b) Vacuum in annulus. 
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a)                                                                 b) 

Fig. 4.9 – Absolute errors’ boxplots of output parameters for LS-2 with UVAC receiver 
and Black Chrome coating. a) Air in annulus, b) Vacuum in annulus. 

 
Table 4.3 – Descriptive statistics for absolute errors (LS-2 + UVAC and Cermet) 

  Tout (°C) ΔT (°C) ΔTamb (°C) η (%) 

A
ir

 i
n

 

A
n

n
u

lu
s

 Test range 47.3 – 393.1 16.1 – 17.8 0 – 355.15 56.5 – 73.7 

Min 0 0.04 0 0.16 

Max 1 1 0.4982 3.64 

Average 0.367 0.382 0.184 1.569 

St Dev 0.324 0.312 0.163 1.227 

V
a

c
u

u
m

 i
n

 

A
n

n
u

lu
s

 Test range 36.17 - 398 17.83 – 22.3 11.5 – 359.3 62.3 – 72.6 

Min 0 0.01 0 0.19 

Max 1 1.01 0.5 4.13 

Average 0.442 0.458 0.228 1.511 

St Dev. 0.367 0.365 0.173 1.126 
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Table 4.4 – Descriptive statistics for absolute errors (LS-2 + UVAC and Black 
Chrome) 

  Tout (°C) ΔT (°C) ΔTamb (°C) η (%) 

A
ir

 i
n

 

A
n

n
u

lu
s

 Test range 117.9 – 395.8 15.8 – 18.2 110.9 – 387.7 53.7 – 69.1 

Min 0.3 0.31 0.2 0.1 

Max 1.8 1.81 0.95 5.2 

Average 0.871 0.879 0.450 2.134 

St Dev 0.565 0.572 0.289 2.083 

V
a

c
u

u
m

 i
n

 

A
n

n
u

lu
s

 Test range 31.8 – 397.4 16.4 – 19.3 19.3 – 389.4 57.7 – 73.6 

Min 0.11 0.11 0.055 0.89 

Max 2.2 2.24 1.1 5.12 

Average 1.011 1.019 0.516 2.813 

St Dev. 0.626 0.631 0.317 1.632 

 
No glass-covered case is different than others. The problem presented in this case is the 
high over-estimation of heat losses, maybe caused by a combination of high wind velocity 
(up to 9 m/s), low ambient temperature (below 21 °C), and high inlet temperature (up to 
386 °C). In addition, the measured wind speed was taken at an altitude of 10m from the 
ground and 30m away from test equipment, so wind speed in the surrounding space of 
receiver should be lower than the measured value. This effect cannot be easily predicted 
in thermal model since it calculates thermal losses for a horizontal cylinder facing wind in 
cross-flow (see Section 3.1.7.3), so bare receivers under conditions similar to the found 
in experiments are not well modeled using the approach presented in this work. 
 
4.1.3 URSSA Trough 
 
Valenzuela et al. [3] reported about outdoor tests realized to an URSSA Trough PTC 
using a PTR-70 receiver. The collector’s dimensions were around 5.76m aperture x 70m 
length, and it was tested at Plataforma Solar de Almería. HTF used was Syltherm 800 in 
all tests. Average measured ambient parameters were 800 – 980 W/m2 for direct-beam 
solar radiation and a quasi-steady flow rate of 15 m3/h. Two test campaigns were realized, 
one to determine peak thermal efficiency at near-zero incidence, and another with 9 – 30 
° for incidence angle. Simulations were carried out with wind speed of 0 m/s due to test 
results do not report measured wind speed. Soiling was simulated with a factor 𝐹𝑐 = 0.9. 
 
Figure 4.10 shows a comparison among experimental, simulated, and thermal efficiency 
modeled with equation reported in test results. Equation (4.1) is the modeled thermal 
efficiency of URSSA Trough PTC, which includes the effect of incidence angle, so it does 
not depend only on ∆𝑇𝑎𝑚𝑏 as shown in previous sections. It is noticed that simulations 
tend to be at lower efficiencies than experiments, showing that the approach used in 
simulations is conservative with respect of the experiments.  
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Fig. 4.14 – Comparison of output parameters for CAPSOL 
 

 
Fig. 4.15 – Absolute errors’ boxplots of output parameters for CAPSOL 

 
Table 4.5 – Descriptive statistics for absolute errors (CAPSOL) 

 Tout (°C) ΔT (°C) ΔTamb (°C) η (%) 

Test range 57.1 – 180.9 10.6 – 15.5 13.4 – 154.8 57.9 – 71.4 

Min 0.25 0 0.13 0.84 

Max 2.6 2.02 2.6 7.03 

Average 1.075 0.876 0.636 3.055 

St Dev 0.643 0.522 0.631 1.581 

 
4.2 Case 2: Parabolic trough using nanofluids 
 
Tagle et al. [6] presented a thermal model to determine thermal performance of a PTC 
using water/Al2O3 nanofluid as HTF. The model was validated with experimental data, 
which were carried out on a small-aperture PTC by Bretado [7]. The collector was PT-
110, a PTC designed by Inventive Power ®, a mexican enterprise that is developing PTC 
technology for industrial and commercial processes (temperatures below 250 °C). Design 
characteristics of PTC used in tests are shown in Table 4.6. 
 
The test facility consisted on a pump, the collector, a heat exchanger, and a storage tank 
as shown in Figure 4.16. Temperatures (inlet of collector, outlet of collector, and ambient), 
direct-beam solar radiation, and flow rate were measured in tests. Wind speed was not 
measured in tests, so a fixed value of 2 m/s was taken in simulations. All tests were 
performed under an average constant flow rate of 7.53 GPM, and near-normal incidence 
(𝜃 < 10°). The water/Al2O3 nanofluid had a volume-concentration of 1% of suspended 10 
nm sized nanoparticles. The output parameters used to compare with experimental data 
were the same as in previous sections. Simulations were realized using two approaches, 
as described in Section 3.1.6. These two approaches are denoted as SP (Single-Phase) 
and NC (Nusselt-Correlation). 
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Fig 4.16 – Hydraulic diagram for experimental tests with nanofluids. 

 
Table 4.6 – Characteristics of PT-110 

General 

Aperture (m) 1.1 
Length (m) 3 
Focal distance (m) 0.34 
γ 0.83 

Mirrors 
Material Anodized aluminum sheets 
ρ 0.86 

Receiver 

Cover glass Borosilicate, Ø44mm x 2mm thickness 
τ 0.97 

Anti-reflective coating No 
Evacuated No 
Tube AISI 304 1” Sch 40. 
Selective coating yes 
α 0.87 

 
Table 4.7 shows the comparison of experimental data and simulation results of output 
parameters. Figure 4.17 shows the experimental data (dots), efficiency curve using lineal 
regression for experiments (labeled as ExpR), and efficiency curve using linear 
regression for simulations (labeled as SimR) in a thermal efficiency vs. reduced 
temperature plot. Average of SP and NC simulations are used to plot simulated thermal 
efficiency.  Equation (4.3) was obtained as thermal efficiency equation due to the 
quadratic term in regression analysis was statistically neglected using a p-value of 5%. 
Table 4.8 shows the coefficients of thermal efficiency equation using experimental data, 
simulations using SP approach, simulations using NC approach, and their respective 
relative error with coefficients of thermal equation derived using experimental data. 
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4.3 Case 3: Direct steam generation 
 
Validation with experimental data of a Direct Steam Generation (DSG) plant was realized 
to test thermo-hydraulic prediction of the model under phase-change conditions. 
Simulated test facility was the Direct Solar Steam (DISS) plant located at Plataforma Solar 
de Almería (PSA), which is composed of a 500 m length solar steam generator. The pilot 
plant can generate steam up to 400 °C and 100 barg, with a maximum thermal power of 
around 2 MWth [8]. Figure 4.18 shows a schematic diagram of the DISS plant. The thermal 
loop consisted on a solar boiler with eleven modified LS-3 collectors, nine are 50 m length 
and two 25 m length (#9 and #10), as shown in Figure 4.18. The solar field can operate 
at any of the three DSG modes (once-trough, recirculation, and injection), but simulations 
for validation were carried out only at once-trough mode. 
 

 
Fig. 4.18 – Schematic diagram of DISS facility loop (PSA). 

 
Table 4.10 shows the principal design characteristics of LS-3 collectors used in 
simulations. The thermal model cannot simulate different interconnecting piping, so 
average sizes are considered in analysis. Geometry and accessories of interconnections 
are described in detail in [9,10], which gives average values of 11.64 m for geometrical 
length, 28.10 m for hydraulic length, and +0.423 m for height. A 50.8 mm thickness of 
insulation is considered in heat transfer analysis in interconnecting piping. 
 
Thermocouples and differential pressure transmitters are located near the middle of the 
interconnecting piping. The results of the simulations at the end of each interconnection 
are considered in order to compare with experimental data. Coplanar absolute and 
differential pressure transmitters have an uncertainty of 0.6 barg and 0.04 barg 
respectively, and thermocouples have a nominal accuracy of ±2 ºC [10]. 
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Table 4.10 – Characteristics of LS-3 collector 

General Aperture (m) 5.76 
Length (m) 50, 25 (#9, #10) 
Focal distance (m) 1.71 
Optical efficiency 0.657* 

Mirrors Material Silvered glass mirror 
ρ 0.94 

Receiver Model UVAC 
Cover glass Borosilicate 
τ 0.96 

D5 (mm) 115 
D4 (mm) 108 
Pipe ASTM A335 P22 
D3 (mm) 70 
D2 (mm) 50 
Selective coating UVAC Cermet 
ε @ 400ºC 0.15 
α 0.95 

* Soiling and other factors included 
 
Three days of tests were analyzed, where steady-state conditions of inlet mass flow, 
temperature, and pressure are under quasi-constant rate. Figures 4.19 to 4.21 show inlet 
temperature/pressure and inlet mass flow/direct beam radiation vs. time of the solar field 
of the days selected. Table 4.11 shows temporal intervals considered as steady state of 
inlet mass flow, pressure and temperature. Collector #11 operated in injection mode 
during the tests, so it is not considered in the analysis. 
 

Table 4.11 – Steady-state temporal intervals 

Date Time 

02/Apr/2001 From 15h30 to 18h30 
13/May/2001 From 13h30 to 15h30 
15/May/2001 From 14h00 to 17h00 

 
Eight cases of an average 5-min time lapse of continuous operation are simulated. Table 
4.12 shows operational and ambient data used in each simulation. The incidence angle 
was calculated for a PTC in E-W tracking according to time, date and location. Figures 
4.22 to 4.24 show inlet temperature and inlet pressure profiles of each collector for each 
case. Simulations are solid lines, while experimental data are dots in all cases. 
Furthermore, simulated inlet vapor quality is shown in all cases (dotted line). It is noticed 
that experimental and simulations has good agreement in both temperature and pressure, 
except for pressure at high vapor quality (approximately higher than 0.7). This 
disagreement is not well noticed in cases 4 to 8 due to a failure in measuring pressure 
drop at collector #6. This disagreement can be caused by the combination of the quality 
of mathematical model used for predicting pressure drop and the uncertainty of the 
differential pressure transmitters. 
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a) 

 
b) 

Fig. 4.20 - Operational conditions of the DISS plant at 13/May/2001 
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a) 

 
b) 

Fig. 4.21 – Operational conditions of the DISS plant at 15/May/2001 
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Table 4.12 – Resume of operational conditions for simulations 

subcase Date Time θ (º) Ib (W/m2) Ta (ºC) Tin (ºC) Pin (barg) m (kg/s) 

a 2/April 16h 27.86 890 24.2 202.33 34.35 0.496 
b  17h 22.14 820 23.9 201.26 34.28 0.495 
c  18h 14.85 696 22.7 200.73 33.83 0.478 

d 13/May 13h45 18.52 970 27.8 204.83 35.89 0.587 
e  14h30 18.68 955 27.7 204.70 35.96 0.586 
f  15h 18.1 936 28.4 204.41 36.07 0.591 

g 15/May 14h 18.24 963 31.5 242.30 63.45 0.614 
h  15h 17.45 951 29.9 242.09 63.42 0.605 

 
Tables 4.13 and 4.14 shows the absolute error between simulations results and 
experimental data for inlet and pressure drop respectively. The effect of interconnecting 
piping is included in pressure drop calculation. It is noticed that for temperature, the 
precision is high, and most of the simulations results are within the uncertainty of the 
thermocouples. However, the error in pressure drop becomes higher at the last collectors 
of the system (when the vapor quality is high), with a given error up to 7.5 times the 
uncertainty of the differential pressure transmitters.  
 
Table 4.13 – Error in inlet temperature between experiments and simulations (ºC) 

subcase 
Collector # 

1 2 3 4 5 6 7 8 9 10 

a 0.03 * 1.70 2.48 2.14 * 2.71 2.96 3.80 2.23 
b 0.04 * 1.69 2.46 2.12 * 2.65 3.01 2.85 7.91 
c 0.03 * 1.21 2.16 1.88 * 2.27 2.34 2.33 1.89 
d 0.03 * 1.92 2.62 2.16 * 2.94 3.06 0.01 6.60 
e 0.10 * 1.81 2.54 2.10 * 2.87 2.97 2.84 6.20 
f 0.01 * 2.16 2.94 2.44 * 3.18 3.33 4.44 8.85 
g 0.00 1.89 1.60 2.48 1.74 * 2.15 2.10 3.31 0.43 
h 0.01 2.00 1.60 2.50 1.80 * 2.30 2.20 1.78 6.17 

* Failure in measurement 
 
Table 4.14 – Error in pressure drop between experiments and simulations (barg) 

subcase 
Collector # 

1 2 3 4 5 6 7 8 9 10 

a 0.15 0.04 0.00 0.03 0.04 0.21 0.23 0.16 0.08 0.05 
b 0.13 0.05 0.01 0.04 0.05 0.21 0.22 0.22 0.09 0.04 
c 0.12 0.06 0.01 0.04 0.06 0.26 0.16 0.18 0.21 0.09 
d 0.14 0.06 0.02 0.03 0.03 * 0.10 0.29 0.13 0.12 
e 0.14 0.06 0.02 0.03 0.03 * 0.10 0.30 0.13 0.12 
f 0.14 0.06 0.01 0.02 0.02 * 0.10 0.29 0.12 0.11 
g 0.13 0.05 0.01 0.04 0.06 * 0.01 0.14 0.08 0.04 
h 0.14 0.05 0.01 0.04 0.06 * 0.01 0.13 0.08 0.04 

* Failure in measurement 
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a) 

  
b) 

  
c) 

Fig. 4.22 – Comparison of simulated and experimental temperature / pressure profiles 
(2/Apr). a) 16h, b) 17h, c) 18h 
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a) 

 
b) 

 
c) 

Fig. 4.23 – Comparison of simulated and experimental temperature / pressure profiles 
(13/May). a) 13.45h, b) 14:30h, c) 15h 
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a) 

 
b) 

Fig. 4.24 – Comparison of simulated and experimental temperature / pressure profiles 
(15/May). a) 14h, b) 15h  

 
Table 4.15 shows statistical results of absolute errors and 95% confidence interval error. 
It is noticed that the uncertainty of temperature in included into the CI for absolute error 
of simulated temperature, while for simulated pressure drop the uncertainty is lower than 
the inferior limit of the CI. In resume, mean absolute error for temperature is 2.1±0.29 ºC, 
and 0.1±0.02 barg for pressure drop with a confidence of 95%. 
 

Table 4.15 – Statistics of absolute errors 

 Temperature 
(°C) 

Pressure drop 
(barg) 

No. Data 66 75 

Minimum 0 0 

Maximum 8.85 0.30 

Average 2.41 0.09 

Std. Deviation 1.71 0.08 

95% CI error 0.42 0.02 
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4.4 Case 4: Estimation of thermal power for steam generation in a dairy plant 
 
Tagle et al. [11] realized a pre-design analysis of a DSG system for steam supply to an 
industrial process in a diary plant at Jalisco (Mexico). The factory uses steam for heating 
of fresh milk and other processes. The principal function of the solar field is to boil water 
and supply saturated steam to the factory. The requirement of the plant is a saturated-
steam flow of 2 Ton/h (approximately 0.56 kg/s). The land area available to install the 
solar field is 4200 m2. 
 
Due to a lack of an in-situ weather station, weather data was taken from a station located 
in Guadalajara, which is geographically near of the location of the dairy plant [12]. Ulloa 
et al. [13] realized a study about weather data in big cities. Combining both sources, range 
of weather data used in simulations were: 800 – 100 W/m2 for solar radiation, 1 – 6 m/s 
for wind speed, and 11 – 32 °C for ambient temperature. Inlet temperature of water was 
simulated between 70 °C to 100 °C, which is the temperature of cold water in the process. 
 
The collector used in simulations was the PT250 from Inventive Power ®. Table 4.16 
shows the characteristics of the PTC used in simulations. Solar field consisted on 
nineteen lines, eight collectors each (152 collectors in total). Interconnecting piping are 
assumed as with the same pipe of the receiver, with four 90° elbows and a globe valve 
as fittings. Receivers are evacuated according to the datasheet. 
 
Table 4.16 – Characteristics of PT250 collector. 

General Aperture (m) 2.5 Receiver Model Seido 6-1 
 Length (m) 4  Cover glass Borosilicate 
 Focal dist. (m) 0.83  Transmittance 0.96 
 Opt. Eff. 0.66*  D. pipe x e (mm) 40 x 2 

Mirrors Material Anodized Al.  D. Cov. x e (mm) 102 x 2 
 Reflectance 0.86  Absorptance 0.96 

* estimated 
 
Figure 4.25 shows a schematic diagram of the plant to be simulated. Operational 
conditions are: inlet condensates at 0 barg and 70 - 100 °C (previous to pressurization), 
outlet steam at 7 barg, and separator at outlet pressure of the solar field. The expansion 
valve is used in case the pressure at the tank is greater than the required pressure in the 
process. The minimum outlet pressure in simulations is 8 barg, which considers 1 barg 
as estimated pressure drop from the manifold to the process. 
 

 
Fig. 4.25 – Schematic diagram of solar field 

Inlet pressurized 
water 

Outlet pressurized water 

Separator To process 
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Sensitivity analysis of outlet conditions of the solar field under variation of the weather 
conditions shows that ambient temperature and wind velocity does not affect pressure 
drop nor outlet temperature, but solar radiation does affect outlet pressure. Figure 4.26 
shows variation of the outlet pressure of the steam before it enters separation tank. It is 
noticed that the higher solar radiation, the lower outlet pressure. This affects directly to 
the outlet steam quality of the solar field. Due to the required steam conditions at the 
process, simulations were carried out with a solar radiation of 1000 W/m2 to design the 
system under the lower possible outlet pressure conditions. 
 

 
Fig. 4.26 – Outlet pressure for a flow rate of 9 GPM, inlet pressure of 25 barg, and 

ambient temperature of 18 °C. 
 
Another sensitivity analysis, varying inlet conditions (pressure, temperature, and flow 
rate), is done in order to select operational conditions to assure the required minimum 
outlet pressure. The solar field was simulated under conditions of inlet pressure in the 
range of 20 – 30 barg, inlet temperature of 70 – 100 °C, and flow rate between 8 – 16 
GPM. Figure 4.27 shows the limits where outlet pressure is 8 barg, and Table 4.17 shows 
the results of simulations for outlet conditions before the separation tank. All conditions 
over the continuous line in Figure 4.27 covers the required outlet pressure of the system. 
The selected condition is at a flow rate of 12 GPM and inlet pressure of 25 barg, where 
the results shows an acceptable outlet pressure in the range of inlet temperature. 
 

 
Fig. 4.27 – Selection of operational region of solar field. 
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Table 4.17 – Variation of outlet conditions. 

Inlet conditions Outlet conditions 
T (ºC) P (barg) G (GPM) Pout (barg) Tout (ºC) x 

100 30 8 18.23 210.5 0.707 
  12 21.64 218.8 0.386 
  16 24.36 224.8 0.215 

 25 12 12.76 194.3 0.415 
  16 17.15 207.6 0.246 

70 30 8 21.03 217.4 0.628 
  12 24.79 225.7 0.303 
  16 26.44 229 0.134 

 25 8 12.46 193.3 0.64 
  12 17.88 209.5 0.329 
  16 20.63 216.4 0.161 

 20 12 8.145 176.1 0.369 
  16 13.707 197.4 0.197 

 
Using regression analysis, there was obtained Equations (4.4) to (4.6), which determine 
maximum supplied mass flow rate of steam after separation tank (�̇�𝑥 in kg/s), thermal 
power of solar field (𝑃𝑜𝑡𝑠𝑎𝑙 in kWth), and over-heating temperature difference (∆𝑇 in °C) 
as function of the direct beam radiation and inlet temperature. Figure 4.28 shows level 
curves for these parameters over the range of solar radiation and inlet temperature used 
in simulations. Temperature difference ∆𝑇 is caused by the effect that the outlet steam of 
the solar field is slightly overheated respect to its saturation temperature. These equations 
are valid all over the range of 800 – 1000 W/m2 for solar radiation and 70 – 100 °C for 
inlet temperature. Maximum supplied mass flow rate to the process is from 0.133 kg/s to 
0.301 kg/s, which represents between 23.75% to 53.75% of the required steam. 
 

�̇�𝑥 = −0.4453 + 1.879 ∙ 10−3 ∙ 𝑇 + 5.575 ∙ 10−4 ∙ 𝐼 ;  𝑅2 = 0.999 (4.3) 

𝑃𝑜𝑡𝑠𝑎𝑙 = 68.739 − 0.534 ∙ 𝑇 + 0.874 ∙ 𝐼 ;  𝑅2 = 0.998 (4.4) 

∆𝑇 = −0.063 ∙ 𝑇 + 0.053 ∙ 𝐼 − 3.732 ∙ 10−5 ∙ 𝐼2 ;  𝑅2 = 0.998 (4.5) 
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Fig. 4.28 – Level curves for mass flow, thermal power, and over-heating temperature 

difference. 
 
4.5 Nomenclature 
 
General symbols 
 

𝐷𝑎 Diameter at a boundary (m) 

𝐹𝑐 Soiling factor (dimensionless) 

𝐺 Flow rate (GPM) 

𝐼𝑏 Direct beam solar radiation (W/m2) 

𝐾(𝜃) Incident angle modifier (dimensionless) 

𝑘 Thermal conductivity (W/m K) 

�̇�𝑥 Maximum mass flow rate (kg/s) 

𝑃𝑜𝑡𝑠𝑎𝑙 Thermal power (kWth) 

𝑇𝑎 Ambient temperature (°C) 

𝑇𝑜𝑢𝑡 Outlet temperature (°C) 

𝑇∗ Reduced temperature (m2 K/ W) 

𝑥 Steam quality (dimensionless) 
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Greek symbols 
 

𝛼 Absorptance (dimensionless) 

𝛾 Interception factor (dimensionless) 

∆𝑇 Difference temperature (°C) 

∆𝑇𝑎𝑚𝑏 Average fluid temperature above ambient (°C) 

𝜃 Incidence angle (rad) 

휀 Emittance (dimensionless) 

𝜂 Thermal efficiency (%) 

𝜂0 Peak thermal efficiency (%) 

𝜌 Reflectance (dimensionless) 

𝜏 Transmittance (dimensionless) 
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Chapter 5 Conclusions 
 

Conclusions 
 
A mathematical model for predicting thermo-hydraulic behavior in PTCs is presented. 
Comparison with experimental data of different PTCs used in market are also analyzed 
as validation of the mathematical model. Different HTFs were considered according to 
test results found in the literature. A variety of operational and ambient conditions were 
simulated in order to test the mathematical model under the variation of any parameter 
(geometrical, optical, materials, operation, weather, etc). Furthermore, an analysis of 
thermal behavior for a steam generation plant was presented in order to predict mass 
flow of steam and thermal power of the system for a variety of solar radiation and inlet 
temperature of the fluid to the solar field, and to determine variability of key system’s 
parameters. 
 
Pressurized water, Syltherm 800 thermal oil, and water/Al2O3 nanofluid were considered 
in simulation using single-phase approach of the model. Two mathematical models for 
determining heat transfer coefficient were analyzed in case of nanofluid. Comparison of 
simulated outlet temperature, temperature difference in collector, average temperature 
above ambient, and thermal efficiency show good agreement with experimental data in 
all cases. In general, the higher variability in simulations was obtained in thermal 
efficiency. The principal source of error in simulations may be the over estimation of 
convective losses to the ambient since it is modeled as cross-flow external forced 
convection with wind velocity given in experiments. Nevertheless, its variability is 
comparable with experimental uncertainties. Considering all cases presented, thermal 
efficiency difference between simulations and experiments (absolute error) is around from 
2% to 3%. 
 
Pressurized water was considered to validate the model under phase-change 
phenomena (two-phase approach). In this case, simulated results of temperature and 
pressure were compared with experiments. The results show good agreement of 
temperature prediction, but a slightly difference in pressure prediction. Prediction of 
pressure drop tends to fail at high steam quality conditions (over 70%). The model also 
can predict where phase change will occur, so it is possible to know where boiling will 
start and end for a given PTC thermal system under steady-state conditions. Average 
absolute errors for temperature were around 2.1 °C, and 0.1 barg for pressure drop.  
 
The pre-design analysis presented in Section 4.4 showed that the model can predict 
thermal behavior of a direct steam generation system. The analysis can be used to 
determine sensitivity of operational parameters. It was found that outlet pressure shows 
high variability with solar radiation, compared to insignificant variation respect to ambient 
temperature and/or wind velocity. It was possible to obtain relationships for mass flow of 
supplied steam, thermal power of the solar field, and over-heating temperature of the 
steam as function of solar radiation and inlet temperature of the system with a good 
adjustment (high determination coefficient). 
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Recommendations 
 
A key recommendation is to stay clear about measured and/or estimated optic properties. 
It was noticed that optic parameters have a high impact on thermal behavior when 
comparing experimental data with simulation results. It is important to simulate thermal 
system with accurate optic properties. In addition, optics are an input of the model. For 
thermal evaluation of non-characterized collectors, a recommended procedure may be 
the estimation of geometric/optic parameters (such as intercept factor, incident angle 
modifier, or error coefficients) using ray-tracing techniques, and optic properties 
(absorptance, emittance, transmittance) using data found in the literature. 
 
Another observation about the thermal model is its over-estimation of convective heat 
losses. Cross-flow modeling does not always occur in the receiver surroundings. It is 
important to determine a good estimation of wind velocity near the solar field in order to 
obtain an accurate result in simulations. Nevertheless, with measured wind velocities (as 
shown before) it is possible to obtain a “worst case” conservative solution. 
 
A very important factor to consider in evaluation of thermal systems for direct steam 
generation is convergence. The complexity of combining single-phase and two-phase 
heat transfer and hydraulics sometimes make “automatic” prediction of phase change too 
difficult. A procedure to simulate direct steam generation systems may be as follow: 
 

a) Fix steam quality as inlet conditions for all collectors. 
b) Run a simulation 
c) At the collector where is detected an error (due to phase change), modify steam 

quality. Extend it to the last collector. 
d) Run a simulation again. 
e) If there is a new error, go to c). Stop simulating when simulation finishes with no 

errors. 
 
In order to simulate direct steam generation systems under a variety of inlet conditions, a 
recommended procedure is to save simulations as different EES files. This is also useful 
when tracing data of simulated results. There are many other variables to consider in 
direct steam generation compared with single-phase analysis. This also prevent errors 
whit phase-change prediction (as explained before). 
 

Future work 
 
Three global ideas may be considered as future work: to adapt the model to analyze 
thermal systems under transient conditions, adapt direct steam generation analysis with 
other operational modes, and re-write the code for better automatic prediction of phase 
change. Transient-state analysis can also estimate a transient-response characteristic of 
collectors: time constant. According to standards, experiments are carried out during a 
time equivalent or higher to 4 times time constant. Determining simulated time constant 
of a collector can be useful for designing of experiments to obtain efficiency curve.  
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Another approach is to simulate a solar field under transient state and estimate total 
energy converted during a time lapse. Software such as TRNSYS can be linked with EES 
codes, so it is possible to estimate energy conversion with a given operational planning. 
Simulation of direct steam generation systems under transient conditions with 
experimental validation may be a good research topic. 
 
The model presented can simulate direct steam generation systems only under once-
trough operational mode. A thermal model for recirculation and injection modes can be 
useful for designing those kind of systems. It is known that recirculation and injection 
modes have advantages over once-trough mode. Recirculation mode has a separation 
tank, which acts as a buffer (when operated in transient conditions), increasing thermal 
inertia and preventing dry-out effects in boiling section. The principal advantage of 
injection mode is its control and stability of outlet conditions. The major disadvantages of 
recirculation and injection modes are their complex design. A model that simulate 
recirculation/injection systems can reduce time and effort of design process of a direct 
steam generation system. Another topic of research is the improvement of pressure drop 
modeling in two-phase flow. It was shown that the model used tends to under-estimate 
pressure drop at high quality of wet steam.  
 
Finally, the consideration of re-writing the EES code to get automatic prediction of thermal 
behavior of direct steam generation systems becomes from the experience of the first 
design of the code. As explained in Section 3.1.5, two-phase flow modeling fails at very 
low or very high steam quality. Besides that, the algorithm used to calculate average 
properties does not predict automatically phase change phenomena. This is the section 
of the EES code that should be modified. 
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Appendix A General user manual of windows in Engineering 
Equation Solver 

 
This appendix shows a general procedure to realize thermo-hydraulic analysis using 
developed Engineering Equation Solver (EES) code. The analysis is divided into two 
approaches: single-phase and two-phase flows. Analysis with single-phase flows 
includes water (without phase-change), thermal oils, molten salts, and Al2O3/water 
nanofluid. Analysis with nanofluids includes both single-phase and Nusselt-correlation 
approach. 
 

A.1 Input data window 
 
The input data window is divided into three sections: ambient conditions data, collector 
design data, and system description data. These sections of the input data windows were 
previously explained in Section 3.2.2. The section that change according to the analysis 
is the system description section, depending on the fluid used in the analysis (inlet data 
sub-section). Figure A.1 shows the three types of inlet data sub-section according to heat 
transfer fluid used. Basic required data are fluid, temperature, pressure, and flow rate at 
inlet of the system. Other required data are the nanoparticle characteristics (volume 
concentration and diameter) when nanofluids are used, or inlet steam quality when 
phase-change is used. EES uses flags for quality of sub-cooled liquid and over-heated 
steam as -100 and 100 respectively. EES sends an error message when temperature, 
pressure and quality does not match at inlet (two-phase flow). 
 

              
                             a)                                                                     b) 

 
c) 

Fig. A.1 – Inlet data in system description section for different types of analysis. a) 
Single-phase flow without nanofluids, b) Single-phase flow using nanofluids, c) Two-

phase flow 
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A.2 Solution in Single-phase flow 
 
The procedure to make an analysis using single-phase is as follow: 
 

1. Press F2, or the “solve” icon . 

2. Press Ctrl + U, or the “solution window” icon . A window as shown in Figure A.2 
will appear. It shows values of non-matrix variables (inputs and outputs) and 
internal variables of functions (only last evaluation). 

3. Press Ctrl + Y, or the “arrays table” icon . A window as shown in Figure A.3 will 
appear. It shows matrix variables (temperatures, pressures, heat transfer flows, 
and others) for each section of collector according to number of collectors per row 
in matrix data sub-section (inlet data section). 

 

 
Fig. A.2 – Solution window 

 

 
Fig. A.3 – Arrays table 

 
When desired various analysis is preferable to make a parametric analysis. This kind of 
analysis depends on which input variables are desired to change (parametrized) and 
compare results. For more information about parametric analysis, see Appendix B. 
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A.3 Solution in two-phase flow 
 
The procedure for two-phase flow is similar to single-phase flow. Additional 
recommendation is to limit pressure of the fluid between atmospheric and critical 
pressure. Procedure of manual prediction of phase-change is as follow. 
 

1. Press F9, or “variable info” icon . Go for the steam quality variables and fix lower 
and upper values as inlet steam quality, as shown in Figure A.4. Then press Ok. 

2. Run the analysis (press F2, or the “solve” icon ). 
3. If and error message (as shown in Figure A.5) appears, it indicates that phase 

change occurs at a collector or interconnecting piping. Go to “arrays table” (press 

Ctrl + Y, or the icon ) and check where steam quality has not been calculated 
(Figure A.6). 

4. Change lower and upper limits of steam quality from the point detected previously. 
Take into account that phase-change can occur at inlet, average, or outlet of a 
collector or interconnecting piping. 

5. Repeat from step 2 until the error message does not appear. 
 

 
Figure A.4 – Fixing limits for manual phase-change prediction 
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Figure A.5 – Error message for manual phase-change prediction 

 

 
Figure A.6 – Detecting phase-change 

 
Lower and upper limits of phase change are: [-100,-99] for sub-cooled liquid, 
[0.001,0.999] for wet-steam, and [99,100] for over-heated steam. 
 

No description of fluid status 
in collector number 2, then 
there occurs phase-change. 
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Appendix B Parametric analysis in Engineering Equation 
Solver 

 
Parametric analysis is useful when users would like to make an analysis varying one or 
some variables. This option allows to make many calculations as one, reducing 
computational time. The first step of parametric analysis is to deactivate the variables to 
be parametrized. The process is shown below: 
 

1. Go to the diagram window 

2. Click on  (diagram window icon) 
3. Double-click on the variable to be parametrized. The variable will be shown inside 

a red rectangle. 
4. A window (Figure B.1 a) will appear, then click on “Text” option and change the 

text shown (Figure B.1 b). Press “OK”. 
5. The variable will be deactivated, showing the diagram window as shown in Figure 

B.1 c.  
 

     
a)                                                                        b) 

 
c) 

Fig. B.1 – Windows for parametrization. a) selecting the variable, b) deactivating the 
variable, c) Variable deactivated. 

 
Later, pressing icon , a new parametric table will be defined. Figure B.2 shows the 
definition of the new parametric table. First, input variables (parametric) and outputs 
should be selected from the list and added to the table. Then, the values of the parametric 
variables should be defined. Clicking on the black triangle right up the parametric 
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variables (Figure B.3 a), the values can be defined by lower-upper values and by four 
ways as shown in Figure B.3 b. Then, click on “OK”. Finally, clicking on the green triangle 
(solve table) of the parametric table, the analysis will start. 
 

 
Fig. B.2 – Defining new parametric table 

 

     
                              a)                                                              b) 

Fig. B.3 – New parametric table. a) Table, b) defining values of parametric variables  
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