Advances in Intelligent Systems and Computing

Volume 804

Series editor
Janusz Kacprzyk, Polish Academy of Sciences, Warsaw, Poland
e-mail: kacprzyk@ibspan.waw.pl
The series “Advances in Intelligent Systems and Computing” contains publications on theory, applications, and design methods of Intelligent Systems and Intelligent Computing. Virtually all disciplines such as engineering, natural sciences, computer and information science, ICT, economics, business, e-commerce, environment, healthcare, life science are covered. The list of topics spans all the areas of modern intelligent systems and computing such as: computational intelligence, soft computing including neural networks, fuzzy systems, evolutionary computing and the fusion of these paradigms, social intelligence, ambient intelligence, computational neuroscience, artificial life, virtual worlds and society, cognitive science and systems, Perception and Vision, DNA and immune based systems, self-organizing and adaptive systems, e-Learning and teaching, human-centered and human-centric computing, recommender systems, intelligent control, robotics and mechatronics including human-machine teaming, knowledge-based paradigms, learning paradigms, machine ethics, intelligent data analysis, knowledge management, intelligent agents, intelligent decision making and support, intelligent network security, trust management, interactive entertainment, Web intelligence and multimedia.

The publications within “Advances in Intelligent Systems and Computing” are primarily proceedings of important conferences, symposia and congresses. They cover significant recent developments in the field, both of a foundational and applicable character. An important characteristic feature of the series is the short publication time and world-wide distribution. This permits a rapid and broad dissemination of research results.

Advisory Board
Chairman
Nikhil R. Pal, Indian Statistical Institute, Kolkata, India
e-mail: nikhil@isical.ac.in

Members
Rafael Bello Perez, Universidad Central “Marta Abreu” de Las Villas, Santa Clara, Cuba
e-mail: rbellop@uclv.edu.cu
Emilio S. Corchado, University of Salamanca, Salamanca, Spain
e-mail: escorchado@usal.es
Hani Hagras, University of Essex, Colchester, UK
e-mail: hani@essex.ac.uk
László T. Kóczy, Széchenyi István University, Győr, Hungary
e-mail: kcocy@sze.hu
Vladik Kreinovich, University of Texas at El Paso, El Paso, USA
e-mail: vladik@utep.edu
Chin-Teng Lin, National Chiao Tung University, Hsinchu, Taiwan
e-mail: ctlin@mail.nctu.edu.tw
Jie Lu, University of Technology, Sydney, Australia
e-mail: Jie.Lu@uts.edu.au
Patricia Melin, Tijuana Institute of Technology, Tijuana, Mexico
e-mail: epmelin@hafsamx.org
Nadia Nedjah, State University of Rio de Janeiro, Rio de Janeiro, Brazil
e-mail: nadia@eng.uerj.br
Ngoc Thanh Nguyen, Wroclaw University of Technology, Wroclaw, Poland
e-mail: Ngoc-Thanh.Nguyen@pwr.edu.pl
Jun Wang, The Chinese University of Hong Kong, Shatin, Hong Kong
e-mail: jwang@mae.cuhk.edu.hk

More information about this series at http://www.springer.com/series/11156
Methodologies and Intelligent Systems for Technology Enhanced Learning, 8th International Conference
Education is one of the pillars of our societies, as it shapes many of their social values and characteristics. Knowledge-based societies offer significant opportunities for novel ICT-based solutions in the area of Technology Enhanced Learning (TEL). Intelligent or smart systems, rooted in Artificial Intelligence (AI), have become increasingly relevant for education and a pillar of the TEL field. New smart solutions can be stand-alone or interconnected to others. They target not only cognitive processes but also social, motivational, and emotional factors. They can cater for different users and be personalized for them, e.g., “fragile users,” as for example children, elderly people, and people with special needs.

Nowadays, it is crucial noting that learning takes place outside as well as inside of classrooms (ecological environments), and new smart learning ecosystems have developed in diverse contexts. FabLabs, makerspaces, and other fabrication spaces have in particular emerged as novel smart environments for learning, thanks to educators striving to place learners at the center of an experience- and interaction-based educational process, in the tradition of pioneers such as Montessori and Papert, and more recent experiences about the ecological learning contexts.

The 8th edition of this conference expands the topics of the previous editions in order to provide its participants with an open forum for discussing intelligent systems and smart environments for TEL, stand-alone solutions, or interconnected ones, as well as their roots in novel learning theories, methodologies for their design or evaluation, also fostering entrepreneurship and increasing business start-up ideas. The conference intends to bring together researchers, educators, entrepreneurs, and developers from industry to discuss the latest scientific research, technical advances, and methodologies.

This volume presents all papers that were accepted at MIS4TEL 2018. All underwent a peer review selection: Each paper was assessed by three different reviewers, from an international panel composed of about 100 members of 20 countries. The program of MIS4TEL counted 24 contributions in the main track. This edition of MIS4TEL also included two dedicated workshops: the first focusing on Social and Personal Computing for Web-Supported Learning Communities with
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four accepted papers and the second regarding *TEL in nursing education program* with six accepted contributions. All authors come from diverse countries, such as Austria, Brazil, Colombia, Cyprus, Czech Republic, Denmark, Germany, Italy, Mexico, Norway, Portugal, Romania, Serbia, Spain, Switzerland, and USA. The quality of papers was on average good, with an acceptance rate of approximately 70%, and a total number of submissions that consistently increased with respect to the previous editions.

The MIS4TEL series has grown across years in quality and visibility at international level. As we are keen on re-stating every year, that would not have been possible without the interest of MIS4TEL authors in the conference as well as the help of the Program Committee who assisted the editors in the review process for giving constructive feedback to all authors. Therefore, we would like to thank, once more, all the contributing authors, reviewers, and sponsors (IBM, Indra, and IEEE SMC Spain), as well as the Organizing Committee for their hard and highly valuable work. The work of all such people crucially contributed to the success of MIS4TEL 2018 and to shape the future and practice of TEL research.
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Web-based learning is moving from centralized, institution-based systems to a decentralized and informal creation and sharing of knowledge. Social software (e.g., blogs, Wikis, social bookmarking systems, media sharing services) is increasingly being used for e-learning purposes, helping to create novel learning experiences and knowledge. In the world of the pervasive Internet, learners are also evolving: The so-called digital natives want to be in constant communication with their peers; they expect an individualized instruction and a personalized learning environment, which automatically adapt to their individual needs. The challenge in this context is to provide intelligent and adaptive support for collaborative learning, taking into consideration the individual differences between learners.

This workshop deals with current research on the interplay between collaboration and personalization issues for supporting intelligent learning environments. Its aim is to provide a forum for discussing new trends and initiatives in this area, including research about the planning, development, application, and evaluation of intelligent learning environments, where people can learn together in a personalized way through social interaction with other learners.

The workshop is targeted at academic researchers, developers, educationists, and practitioners interested in innovative uses of social media and adaptation techniques for the advancement of intelligent learning environments. The proposed field is interdisciplinary and very dynamic, taking into account the recent advent of Web 2.0 and ubiquitous personalization, and it is hoped to attract a large audience.
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In the field of nursing, learning outcomes involve nurses both as learners and as educators.

As learners, they are involved in basic and post-basic academic programs, whereas they act as educators when they are engaged in health educational programs aiming to enhance community health-literacy levels.

According to some evidence, the quality of learning outcomes in basic and post-basic nursing academic programs could be potentially improved by technology-based systems like simulation and blended learning models. However, little is known about the use of technology to enhance community health-literacy levels.

This workshop aims to share the best available knowledge about the application of technology-based systems into basic and post-basic nursing academic programs and into health educational programs aiming to enhance community health-literacy levels.

In order to pursue this intent, workshop topics have been grouped into the following three main discussion aims.

First, topics on education in nursing academic programs aim to discuss the effects of simulation and other technology-based systems on learning quality, including ethical and legal aspects.

Secondly, topics on community health educational programs aim to discuss the impact of technology in improving community health-literacy levels.

Finally, the workshop intends to provide a complete overview of technology-based methods as useful tools to improve the learning of the nursing process in clinical settings.
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Blending Classroom, Collaborative, and Individual Learning Using Backstage 2

Sebastian Mader and François Bry

Institute for Informatics, Ludwig-Maximilian University of Munich, Munich, Germany

sebastian.mader@ifi.lmu.de

Abstract. Seminars are difficult and therefore often neglected classes in STEM education even though they greatly contribute to the students’ scientific maturity. Seminars are a traditional educational format blending classroom, collaborative, and individual learning: Seminar participants are tasked to discover, understand, and convey a scientific or technical issue to the other seminar attendees in an essay and in an oral presentation engaging them into a fruitful discussion. Seminars are rightly considered a cornerstone of STEM education, yet they are often frustrating experiences for both learners and teachers due to insufficient supervision and practice. This article reports on using Backstage 2, a web platform that, by offering a virtual space and tools for a fruitful communication, bridges classroom, collaborative, and individual learning activities. The contribution of this article is threefold: First, a class format aimed at boosting collaboration in seminars, second, technological tools supporting collaboration among seminar attendees, and third, an evaluation of the approach demonstrating its effectiveness.

Keywords: Online learning environments · Blended learning · Peer review · Computer-supported collaborative learning

1 Introduction

Seminars are essential components of the training in Science, Technology, Engineering, and Mathematics (STEM). During STEM seminars, students learn to discover, understand, and present scientific or technical issues beyond what is taught in other classes. A STEM seminar typically requires from an attendee the following: Selecting relevant literature on an issue, reading and understanding it, summarizing the essential aspects of the issue in a written overview, presenting the overview in a talk, and finally answering questions posed by seminar attendees and the teacher. Thus, seminars are a traditional educational format blending classroom, collaborative, and individual learning long before “blended learning” became fashionable. Collaboration is essential among other because answers can only be given if questions are posed.
Ideally and traditionally, the work for a seminar is both, closely supervised by teachers and collaborative in the sense that seminars attendees assist each other in most of the afore-mentioned phases. In practice, however, STEM teachers hardly have the time to sufficiently supervise the attendees of their seminars and collaboration among seminar attendees is very limited if existing at all. The reasons for this unsatisfactory state of affairs are large numbers of seminar attendees, lack of locations where seminar attendees can work together on their own initiative, and disinterest among students and teachers alike for a type of class often considered to be “worth only a few credits”.

STEM seminars also face a considerable educational obstacle: STEM education does not sufficiently prepare for the self-regulated learning seminars require. Since the concepts and techniques conveyed in most STEM classes are highly abstract and rather complex, STEM education favours lectures and tutorials giving little opportunity for self-regulated work.

STEM seminars nowadays face an additional obstacle: Even though they are focused at training communication skills, they still are mostly run without recent, if at all, communication technology. As a consequence, seminars are often perceived by STEM students as obligatory steps in their courses imposed by tradition and without much relation to real life and their future careers.

This state of affairs and the conviction that well-run seminars can greatly contribute to a good training of STEM students led us first to reconsider the formats of the seminars we give, second to reflect on what communication tools could help restore a good seminar practice among students, third conceive, implement, and deploy a tool, Backstage 2\textsuperscript{1}, and fourth to evaluate Backstage’s impact on seminar attendees. This article reports on that endeavour and on the findings of an evaluation demonstrating the effectiveness of the technology-enhanced novel seminar format.

This article is structured as follows. Section 1 is this introduction. Section 2 is devoted to related work. Section 3 presents a teaching format for seminars fostering collaboration. Section 4 presents those functions of the platform Backstage 2 supporting the proposed teaching format for seminars. Section 5 describes an evaluation of the technology-enhanced seminar format and its findings. Section 6 concludes the article and gives perspectives for future work.

2 Related Work

The technology-enabled blending of classroom, collaborative, and individual learning in STEM seminars reported about in this article is a contribution to blended learning and relates to audience response systems, backchannels, collaborative annotation systems, and peer review in learning.

\textit{Blended Learning}. Even though dated, the book [2]\textsuperscript{1} still is a good introduction to blended learning. Among other, the book discusses different definitions of blended learning with their main differentiator being what is being blended – for

\textsuperscript{1}https://backstage.pms.ifi.lmu.de:8080.
this article, both classroom learning and individual learning as well as different instructional methods are blended. The research literature on blended learning is too vast for being reviewed here. The article [9] is a recent overview of that research. The following publications have inspired or are related to the present article: The articles [8,13,15,18] hint at the potential of various forms of blended learning and the articles [1,16] address the design of blended learning educational formats.

**Backchannels and Audience Response Systems.** A Backchannel is “a secondary or background complement to an existing frontchannel” [22, p. 852]. Backchannels can be deployed during lectures, allowing students to “exchange questions, comments and thoughts on the subject matter synchronously to the lecturer’s presentation” [14, p. 6]. Most backchannels designed for lectures [3,7] provide audience response systems, which allow students to answer lecturers’ questions during lectures and give immediate feedback about the classes’ performance. The article [11] provides an overview of the research on ARSs.

**Collaborative Annotation Systems.** Using a collaborative annotation system (CAS), groups can collaborate on annotations for documents and their editing. The CAS PAMS 2.0 is discussed in [17]. That article stresses the positive response of students to the CAS and the positive impact on students’ learning. The CAS MyNote is discussed in [4] where a positive response of its users is mentioned. CAS are enablers of peer review in learning.

**Peer Review in Learning.** Peer Review and peer assessment refer to the enrolment of students for providing feedback, in place of or in addition to the teacher’s feedback, to their fellow students, their peers. A positive impact of peer review on both reviewers and reviewees has been demonstrated in various studies: Peer review has been for example shown to significantly improve the peer reviewers’ own writing abilities [12]; an effect this article attributes to the reflection about one’s own work triggered by doing peer review. This hypothesis is also made in [19] where a further explanation is hypothesised: The better learning of peer reviewers might result from the increased time they have to spend on the issue they learn.

The article [10] reports on students positively appreciating peer review because it makes them discover alternative solutions or answers and because they get more feedback and negatively because of their difficulties in discriminating between good and bad solutions or answers. According to the article [21], students see three main benefits in peer reviews: the chances “to compare different approaches”, to “compare standard of work”, and the “exchange of information and ideas” [21, p. 52].

3 **A Novel STEM Seminar Format, Its Promotion, and Its Limitations**

A participant in a STEM seminar is expected to select relevant literature on an issue, to read and understand it, to write an overview of the issue’s core aspects,
to present that overview in a talk, and to answer the subsequent questions of the seminar attendees and of the teacher. In practice, however, many STEM seminars are far from this. Instead, they often consist of insufficiently prepared and poorly written overviews, talks hard to follow with low attendance. Collaboration among seminar attendees is minimal, if at all existing, and often limited to half-hearted questions that are given half-hearted answers. This often leads teachers to step in and to lecture on the presentation’s issue, what in turn reduces the students’ participation.

The didactic benefits of STEM seminars, as they are often run, are questionable. This unsatisfying state of affairs led us to reflect on how to revive the seminars we run for bachelor students in informatics.

First, peer review was introduced: In addition to the afore-mentioned activities, each participant has to deliver written reviews of the written overviews of two other seminar participants. A schedule is devised with deadlines for delivering a first draft of an overview, for delivering reviews, for discussing overviews and peer reviews in classroom sessions, and for finalizing overviews taking into account the reviewers’ feedback. Thus, the novel seminar format blends synchronous classroom sessions and asynchronous homework. The grading of seminar attendees’ work is based not only on their written overviews and talks but also on their reviews, what makes peer review an integral component of the work expected from seminar participants.

Second, we chose to promote the seminar format described above by introducing it with a subject that first, had never been offered before, second, makes peer review necessary, and third, appeals to a large number of students. Indeed, students are unlikely to accept additional work if they do not see the point of it. We chose job applications as subject, an issue of high interest to most students, often subject to different viewpoints and therefore good at triggering reflections and debates. Indeed, there is more than one way to write a good job application and “[p]eer assessment may prove especially valuable in cases in which structured and formal education is neither preferred nor even available” [5, p. 89].

In a Job Application Seminar, the literature to select is about writing applications (letters and curricula vitae) stressing the usages in different countries, the overviews are replaced by applications, and the talks by simulated job interviews. The peer review is extended to the interviews, that is, every seminar attendee has to play two roles at different times, that of a job applicant and that of a member in the selection committee.

The Job Application Seminar, in German “Bachelorseminar Bewerbungen”, has been offered once a year since 2014. Since its first realisation, it has been very well received by students. At each of its realisations, all students engaged heavily in researching the issue and in discussing it with fellow attendees both outside and in the classroom. The role playing, both as applicant and as member in a selection committee, has always been popular among the seminar attendees who all performed it earnestly.

In spite of its success, the students’ participation in the Job Application Seminar was not fully satisfying and the organisation load it imposed on teachers
was high. Students read only those applications they had to review and the reviews were very heterogeneous what made it difficult to work with them. The timely collecting and dispatching of the written material of the seminar attendees turned out to be a time-consuming and dull task for the teachers. We realized that technology could overcome both problems what led us to reflect on, and develop an appropriate technological support.

4 Towards Overcoming the Seminar Format’s Limitations

In the seminar realisation of the summer term of 2017, we provided the seminar participants and the teachers a tool, Backstage 2, for collaborative content collection and creation to be used in collecting and discussing literature and for peer review. The relevant functionalities of Backstage 2, an education software developed by the authors built upon the foundation of the first version of Backstage [14], are briefly presented in the following.

Fig. 1. Left: vertical stream of a unit (top) with four student contributions (bottom). Right: annotations (left) created for a peer review of an application page (right). The text was enlarged and translated from german

With Backstage 2, the documents of a course (like a seminar or a lecture) are stored in a folder called “course” that contains one or several “units”. A unit consists of one or more pages of arbitrary media type. For the seminar, pages for the different parts of an application, such as cover letter, were created. Each set of pages is called a horizontal stream.

Every page can be annotated by every seminar participant as follows: A region is selected on the page and a textual comment referring to that region is created. Annotations can be seen by every seminar participant who can rate and comment it – see Fig. 1 for an example.

Every page has a vertical stream located below the page using which participants can attach additional documents referring to that page – see Fig. 1. Vertical stream documents can be seen and annotated by all attendees.

A couple of features of Backstage 2 are worth stressing. First, annotations are given a context in the form of the region of a page they refer. Second, the
structure of a “course” including those of its “pages” that are given a vertical stream are specified by the teacher. These specifications act as scripts [6, 20] and care for homogeneous students’ contributions what, in turn, helps their sharing. Collaborative content collection is enabled by the vertical stream, and peer review is done using both the vertical stream and annotations.

5 Evaluation and Findings

During the summer term of 2017, the Job Application Seminar has been held in its novel form using Backstage 2. 20 participants have attended the seminar. During the peer review, 317 annotations (average: 15.85) and 26 vertical stream documents (average: 1.3) were created. During the collaborative content collection, a total of 12 documents (average: 0.6) were created.

Method. A survey consisting of four parts was conducted during the final session of the seminar:

- Part 1 was a self-assessment of the student’s activity on Backstage consisting of yes/no-questions.
- Part 2 was a questionnaire measuring the student’s attitude towards using Backstage in the seminar consisting of five statements to be rated on a four-point Likert scale from strongly agree to strongly disagree.
- Part 3 was a questionnaire estimating which parts of the Job Application Seminar are perceived by the student as likely to have a positive impact on their future applications to be rated on the same scale as mentioned above.
- Part 4 consisted of two questions to be answered with free text.

Data on the user-created contributions, including vertical stream documents, annotations, and comments, was collected from Backstage.

Results. 17 (out of 20) participants attended the final session each of whom participated in the survey; 12 were male, 5 female. The answers of 3 participants, except for their free text answers, were discarded because they included contradictory answers. Part 1 shows that the majority of the participants used all of the functionality offered by Backstage. A detailed discussion of these results is out of the scope of this article.

The left image in Fig. 2 shows the results for Part 2; the right image the results for Part 3. Part 2 clearly shows a positive attitude towards to usage of Backstage 2. Part 3 shows that all parts of the course were perceived as positive even though at varying degrees.

All participants gave free text answers in Part 4 yielding 67 statements. A content analysis and categorization of these statements was performed by three human judges resulting in a Fleiss’ kappa of 0.848. Most liked in the seminar and its use of Backstage were: access to other attendees’ applications (6 statements), peer review (4 statements), and user-friendliness and usability (7 statements). Negatively perceived were: information overload and a lack of overview for annotations (4 statements).
The results indicate that Backstage 2 well supports the novel seminar format. The answers of Fig. 2 suggest that Backstage 2 had a significant impact on the acceptance of the novel seminar format – and of its increased workload for students. An evaluation comparing the reception of the novel seminar format with and without the technological support of Backstage is none the less outstanding and will be performed in the forthcoming months.

Only 6 students participated actively in collaboratively collecting 12 documents. Since the majority of the participants expressed positive appreciations of collaborative content collection, most of the students probably were passive consumers of their peers’ submissions.

Fig. 2. Results of the Likert questionnaires on Attitude towards the use of Backstage in the course (top) and Perceived value of parts of the course design (bottom)
Compared with the previous summer term, the teachers felt that classroom sessions gained much from Backstage 2: Discussion felt more natural and advanced because students already had familiarized themselves with the applications and peer reviews. An assessment backed by the fact that many students mentioned the access to all applications and the peer reviews as beneficial.

6 Conclusion and Perspectives

Seminars in STEM teaching often face problems: insufficient supervision, limited collaboration among participants, and limited discussions. In this article, a novel seminar format for STEM teaching has been introduced that boosts active participation with peer review and collaborative content collection supported by the system Backstage 2.

The novel seminar format has been promoted with, and evaluated in a Job Application Seminar. An evaluation has shown a good reception of the seminar format and of its technological support.

Aspects of the seminar format are relevant for other courses like lectures and practicals too. Backstage 2 has been built for covering a wide array of teaching and learning scenarios in which it will be evaluated in the forthcoming months.
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Abstract. One of the most vexing aspects of tertiary education is the learning behaviour of many beginners: Late drop-outs after much time has already been invested in attending a course, incomplete homework even though completed homework is a sufficient condition for success at examinations, and misconceptions that are not overcome early enough. This article presents three predictors related to these learning-impairing behaviours that have been built from data collected with a learning platform and by examining homework assignments, and developed as Hidden Markov Model, by relying on Collaborative Filtering, and by using Multiple Linear Regression. The sensitivities and specificities of the first two predictors are above 70% and the $R^2$-error of the third predictor is about 20%. Considering the large numbers of unknown parameters like course-independent learning, this quality is satisfying. The predictors have been developed for fostering a better learning by raising the learners’ consciousness of the deficiencies of their learning. In other words, the predictors aim at “getting it wrong”. The article reports on the predictors and their evaluation.
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1 Introduction

One of the most vexing aspects of tertiary education, especially in Science, Technology, Engineering, and Mathematics (STEM), is the learning behaviour of many beginners: Late drop-outs after much time has already been invested in attending a course, incomplete homework even though completing homework is known to be a sufficient condition for success at STEM examinations, and misconceptions or common fallacies related to a misunderstanding of mathematical and other abstractions that are not overcome early enough.

Late drop-outs, incomplete homework and misconceptions are arguably among the main reasons for failing at examinations. Reasons for these symptoms include the difficulty for beginners to adjust to a teaching style significantly different from that of secondary schools and the very limited individual feedback.
from experienced teachers resulting from high numbers of students per teacher (commonly 70 or more in computer science at German universities).

The research reported about in this article aims at compensating for the insufficient human coaching of STEM students for their better learning with algorithmically-generated individual feedback. Using predictors referring to the afore-mentioned three learning obstacles –late drop-outs, incomplete homework, and misconceptions– learners are made conscious of currently sub-optimal aspects of their learning and are motivated to improve it. This article reports on the first stage of this endeavour, the development and evaluation of three predictors of the afore-mentioned three learning obstacles. More precisely, the three predictors respectively forecast:

1. Skipping, that is, not fully participating or not participating at all in learning activities such as a weekly homework or a lecture
2. Examination fitness measured as a mark, that is, a percentage of the total score obtainable at an examination
3. Misconceptions related to a course’s content

All three predictors have been developed using data on learners’ behaviours collected from computer science courses given at Ludwig-Maximilian University of Munich. Some data has been collected through the teaching and learning platform Backstage [3,15], other by examining homework assignments and examinations. The Skipping Predictor is a Hidden Markov Model [17], the Examination Fitness Predictor is a Multiple Linear Regression Model [4, chapter 6] and the Misconception Predictor relies on Collaborative Filtering [12]. The predictors’ qualities are as follows:

1. Skipping is predicted with a sensitivity of 72.9% and a specificity of 84.7%.
2. Examination fitness is predicted with a $R^2$-error of 20.0% in one dataset and 19.8% in another.
3. Misconceptions are predicted with a sensitivity of 71.8% and a specificity of 80.7%

This article consists of 7 sections. Section 1 is this introduction. Section 2 presents related work. Each of Sects. 3, 4, and 5 describes one of the three predictors, reports on its quality, and on the individual feedback it gives to learners. Section 6 reports on perspectives for future work. Section 7 is the conclusion.

2 Related Work

This article is a contribution to “learning analytics”, that is, “the measurement, collection, analysis and reporting of data about learners and their contexts, for purposes of understanding and optimizing learning and the environments in which it occurs” [20]. Most learning analytics refer to Massive Open Online Courses (MOOCs). In contrast, the learning analytics presented in this article refer to formal education and presence courses.
Drop-out Prediction. There is no widely accepted definition of drop-out. Some authors define it as a discontinued participation in a formal course of study [13]. Other authors define it in terms of periods of inactivity during a course that can span from several weeks [11] to several years [21]. The Skipping Predictor presented below in Sect. 3 refers to skipping defined as not taking part in the next learning activity like a lecture or a homework assignment. Skipping is thus a narrow form of drop-out. Drop-out predictions often rely on measures of engagement in, or satisfaction with, a course [7,9]. In contrast, the Skipping Predictor presented below is based on learners’ gaps in knowledge. The drop-out predictor presented in [13] uses both, time invariant data gathered from registration forms and time dependent data gathered from multiple-choice tests and aims at good predictions already at the beginning of a course. Different methods have been used for drop-out prediction: Support Vector Machines [13], Neural Networks [10,13], Decision Trees and Bayesian Classifiers [8].

Examination Performance Prediction. Both, time invariant data (such as grades in previously attended courses or demographic data) and time dependent data (such as engagement measures) have been used in predicting examination performances [1,6]. The predictors described in that articles use Neural Networks and Multiple Linear Regression respectively. The Examination Fitness Predictor presented below in Sect. 4 is based on learners’ participation in learning activities like lectures and homework assignments. Indeed, that predictor’s aim is to suggest remedies in case insufficient examination performances are predicted. Basing predictions on parameters (like demographic data) learners cannot influence would be counterproductive and unethical. A correlation between emotional affects and examination performances has been observed by Pardos et al. [14]. Relying on experts for estimating learners’ affects, these authors built a dataset and used it in training a machine learning method.

Learners’ Misconceptions. The predictor of learners’ misconceptions presented below in Sect. 5 is to the authors’ knowledge the first of its kind. It is in the constructivist tradition of Posner et al. [16] who proposed the “conceptual change model” stating that learners have some, possibly erroneous, conceptions when they engage in a learning activity and that these conceptions change when certain conditions are met. That model is widely applied in science education [19] and is the basis of the Misconception Predictor presented below. That predictor also relates to research on provoking conceptual changes among learners [22] and on Radatz’ cognitivist investigations of procedural errors in mathematical problem solving [18]. Procedural errors relate to misconceptions because “they result from non random applications of rules based on certain beliefs” [5, p. 33].

3 Skipping Predictor

The Skipping Predictor is based on a human labelling of homework submissions according to the following scheme:

- SKIP, for skipped, when a homework assignment is not delivered.
IK, for insufficient knowledge, reflected by an incorrect use of symbols, statements like “I don’t know how to solve this”, or an answer not fitting a question, and requiring learning again part of the course material.

OE, for other error, that is, errors not due to an insufficient knowledge.

NE, for no errors, otherwise.

The homework submissions of 80 randomly selected students enrolled in an introductory course on computer science theory have been used in building the Skipping Predictor. The course had 11 weekly homework assignments. 80 label sequences of length 11 were thus generated. The labelling has been performed by the course’s teaching team. For testing purposes, four members of the teaching team categorized independently from each other 30 of the $80 \times 11 = 880$ submissions yielding an inter rater reliability Fleiss-$\kappa$ of 0.78. For evaluation purposes, one member of the teaching team categorized once again all 880 submissions.

The predictor is a Hidden Markov Model, that is, a dynamic state system consisting of “hidden states” of which one is currently active [17]. The active state changes at each step, that is, with each weekly homework, according to predetermined state transition probabilities. A state depends on all assignment submissions of each student so far. An “emission” (or “observation”), taken from a fixed set, is observed in each step. The probability of observing an emission is defined by the active state. The afore-mentioned set of labels –SKIP, IK, OE, and NE– was used as emission set. Two hidden states were used in the model. The model was trained using the Baum-Welch Algorithm [2]. The evaluation was a 10-fold cross validation.

The predictor’s quality is, as usual, estimated by its sensitivity (or recall), that is, the proportion of predicted skips that have taken place, and by its specificity” (or true negative rate), that is, is the proportion of non-skips that have been predicted. The Skipping Predictor has a sensitivity of 72.9% and a specificity of 84.7%.

These results are satisfying, yet higher inter rater reliability of the labels and specificity would be preferable. Indeed, it is preferable to nudge against skipping as few learners as possible that are not at risk of skipping. We expect the labellers’ competence to improve over time what should result in a higher inter rater reliability and a higher specificity.

4 Examination Fitness Predictor

The Examination Fitness Predictor is based on the numbers of SKIP, IK, OE, and NE labels described in the previous Sect. 3 assigned to the homework submissions of each student. The predictor applies a Multiple Linear Regression Model, that is, it expresses a dependent numerical variable as a linear combination of independent numerical variables. The predictor’s dependent variable is the examination fitness expressed as a mark, that is, a percentage of the total score obtainable at the examination. Its independent variables are the numbers of each label SKIP, IK, OE, and NE assigned to the homework submissions of each student.
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Two Examination Fitness Predictors have been built from two datasets. The first dataset, the “homework dataset”, consists in the label numbers of the dataset described above in Sect. 3. The second dataset, the “weekly learning assessment dataset”, consists in the label numbers of quiz answers collected by the system Backstage [3,15] during an introductory course on functional programming. Using Backstage, a multiple-choice quiz, each possible answer of which had been labelled SKIP, IK, OE, or NE, was run at the beginning of each weekly lecture so as to assess how well the content of the last week’s lecture had been learned. The second dataset is needed for the following reasons: It allows an evaluation on data that do not require any human labelling and on data referring to a different educational setting: Answering quizzes on last week lecture and homework assignment on the current week lecture, respectively. Interestingly, with these datasets different independent variables, including in both cases the variable IK (insufficient knowledge), have been identified as impacting on examination fitness:

- With the homework dataset, SKIP (missed learning activity) and IK (insufficient knowledge) impact on examination fitness with a significance level of 0.05%.
- With the weekly learning assessment dataset, OE (other error) and IK (insufficient knowledge) impact on examination fitness with a significance level of 0.05%.

The Examination Fitness Predictor’s quality, expressed as usual for a Multiple Linear Regression Model by the coefficient of determination ($R^2$), is as follows:

- Homework dataset with the independent variables SKIP and IK: $R^2 = 20.0\%$
- Weekly learning assessment with the independent variables OE and IK: $R^2 = 19.8\%$

Examination Fitness Predictors could yield better predictions if, in addition to the afore-mentioned variables, they would refer as well to measures of activity and to demographics. We rejected such an improvement for two reasons. Firstly, the resulting predictions could wrongly suggest to students that more activity, whatever its nature, could positively impact on examination fitness. Secondly, demographics cannot be influenced by students. Since the goal of our predictors is to nudge students to a better learning, the predictors’ quality must be subordinated to the impact of their predictions on the students’ behaviours.

The forecasts of the Skipping and Evaluation Fitness Predictors allows for the following intervention. The Skipping Predictor recognizes students at risk of skipping. The Evaluation Fitness Predictor forecasts that skipping a homework assignment reduces examination fitness on average by 2.5%, as the evaluation has shown. Such an automatically generated feedback keeps many, if not all, students “on tracks”, by nudging them not to skip their next homework assignment. A description of this nudging and its evaluation are out of the scope of this article.
5 Misconception Predictor

The Misconception Predictor relies, like the Skipping Predictor, on a human labelling of the students’ weekly homework submissions. In contrast to the Skipping Predictor, however, no pre-defined labels were used. Instead, the labellers introduced new labels as they needed them. The labelling was performed on the project platform of our Backstage 2 system what ensured the sharing of misconception labels between the labellers. The homework submissions of 80 students enrolled in an introductory course on the theory of computer science have been labelled by the teaching team in two steps: Firstly, a labeller read a large number of submissions for a specific assignment so as to identify and label common misconceptions. Secondly, all submissions were labelled according to the identified misconceptions. This approach is the standard correction routine of teaching teams. In order to test whether the generated labels were reliable, two measures were computed. Firstly, two labellers independently examined different sets of submissions for 4 assignments. Both labellers recorded those misconceptions they frequently encountered. Even though they were not told how many frequent misconceptions they should record, they both recorded as frequent 2 to 3 misconceptions. For 3 of the 4 examined assignments, the labellers fully agreed. For the remaining assignment, the labellers agreed on two misconceptions but they reported a different third one. Secondly, 4 further labellers where given descriptions of the frequent misconceptions formerly recorded and independently labelled 20 other submissions. On average and for all misconceptions, the inter rater reliability was Fleiss-$\kappa = 0.70$.

The Misconception Predictor relies on collaborative filtering [12], following a simple intuition: If two learners had similar (specific) misconceptions in the past, they are likely to have similar misconceptions in the future.

10-fold cross validation yielded the following quality measures:

- Sensitivity 71.8%
- Specificity 80.7%

First investigations with data collected from different lectures point to the effectiveness of the approach to build Misconception Predictors. Predictions on misconceptions are highly beneficial for keeping learners “on tracks” by warning them against “shallow learning”. This nudging is out of the scope of this article.

6 Perspectives for Future Work

The predictors presented above are based on automatically gathered data using multiple-choice quizzes, and data collected by a human labelling that exhibits a high inter rater reliability. We expect the teaching teams’ competence to improve over time what should result in a higher inter rater reliability and a higher specificity. Peer review, or peer assessment, that is, the enrolment of students to providing feedback, in place of or in addition to the teacher’s feedback, to their fellow students, could also explicitly or implicitly contribute to a better
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labelling, especially of misconceptions. Adopting peer review in this manner is likely to be well accepted since students see three main benefits in peer reviews: the chances “to compare different approaches”, to “compare standard of work,” and the “exchange of information and ideas” [23, p. 52].

An automatic labelling of student behaviour can be easily realized for tasks such as multiple-choice quizzes or programming (unit tests can be used to assess programs). The labelling of student behaviour on other tasks might require advanced methods such as machine.

The approach described above is a proof-of-concept. For deploying its full potential, it has to be applied with datasets referring to many more courses and many more course venues. We expect that a clustering of courses will result in improved predictors for the course clusters. Indeed, the educational context is likely to matter: Is for example the students’ skipping behaviours in a Calculus and Linear Algebra courses similar? In programming courses?

7 Conclusion

This article has presented three predictors, the Skipping, Examination Fitness, and Misconception Predictor, related to learning-impairing behaviours, skipping (a form of drop-out), improper homework, and misconceptions. The predictors have been built from data collected from courses in computer science using the system Backstage [3,15] and by examining homework assignments. One predictor is a Hidden Markov Model, a second predictor relies on Collaborative Filtering, and the third predictor uses Multiple Linear Regression. The sensitivities and specificities of the first two predictors are above 70% and the $R^2$-error of the third predictor is about 20%. Considering the large numbers of unknown parameters like course-independent learning, this quality is satisfying.

The predictors have been developed for giving an algorithmically generated feedback to students, so as to make them conscious of deficiencies in their learning and to nudge them to improve it. Thus, the predictors have been developed for “getting it wrong” because warned students better their learning and, in doing so, invalidate the predictors’ forecasts. Hints at this use of the predictors, an issue out of the scope of this article, have been given. The authors expect that extensive evaluations will point to the effectiveness of nudging students towards better learning with the predictions described in this article.
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Abstract. Due to the lack of a face-to-face interaction between teachers and students in virtual courses, the identification of at-risk learners among those who appear to show normal activity is a challenge. Particularly, we refer to those who are very active in the Learning Management System, but their performance is low in comparison with their peers. To fix this issue, we describe a method aimed to discover learners with an inconsistent performance with respect to their activity, by using an ensemble of classifiers. Its effectiveness will be shown by its application on data from virtual courses and its comparison with the results achieved by two well-known outlier detection techniques.
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1 Introduction

As stated by Hara and Kling [1], “Lack of timely feedback can result in learners ambiguity about their performance in the Web-based course and can contribute to their frustration”. This asseveration denotes the importance of detecting and identifying those students in virtual courses who appear to show normal activity, but are at-risk of having low performance. Regrettably, regular Learning Management System (LMS) do not suffice to provide just-in-time feedback that would allow to accommodate learners at risk. This fact makes difficult for teachers to intervene and give advice to these learners as soon as some evidence appears.

Therefore, we propose an method, based on an ensemble of classifiers, that deals with this challenge and can be, later, easily integrated in LMS systems, providing teachers with a useful tool to detect active learners with underperformance at run-time. Our method aims at analysing the behaviour of those students who perform a remarkable activity in the LMS before sending a delivery but they do not pass it. If their effort is similar or even higher than the one of the latter, only a quick remedial message sent by the teacher could avoid their demotivation and possible dropout [2]. Our method thus allows teachers to both classify learners according to their effort-performance ratio (success, fail or irregular behaviour). In such a way, teachers could quickly write specific and targeted oriented messages to each learner, for instance, motivating messages with a piece of advice for our risky students.
2 Related Work

Supervised learning techniques are widely used in the educational data mining (EDM) arena for different purposes, being the performance and dropout prediction by using the activity performed by the students in LMS two hot topics [3]. The majority of available literature is reflective in nature, meaning the reported studies address the prediction problem using data sets that collect data corresponding to courses already finished, with the aim of gathering maximum information in order to achieve the highest accuracy [5]. Concurrently, some authors are focused on predicting progress through predicting performance at specific intervals within a course [6].

The detection of undesirable student behaviour has been also studied in the EDM literature. According to Romero et al. [3], the objective is to discover those students who have some kind of problem or unusual behaviour, such as learning difficulties or irregular learning. There are some works in the literature which aim to detect at-risk students with irregular learning processes [4]. However, to the best of our knowledge, the issue treated in this work, detecting hardworking students with underperformance, has not yet been profusely studied. A strategy for dealing with this issue is using class-based anomalous behaviours detection (outliers) techniques. An interesting and complete survey about classification in presence of noise is provided by Frenay and Verleysen [7], in which the authors include a classification of suitable techniques depending on the kind of problem to be solved. According to this review, our method for detecting hardworking students with underperformance can be classified among those techniques addressed to detect misclassified instances.

3 Method Description

There are four types of situations that can be found according to the students’ activity in the course, their real performance in the assignments, and the predicted performance by the classifier: students who passed and are classified as passed, students who passed and are classified as failed, students who failed and are classified as failed, and students who failed and are classified as passed. These last students are characterised by having an average to high activity in the course, most of the times similar to the one of the well-classified passed students. However, they failed the assignments. For this reason, these students are at a risky situation. Therefore, these are the students targeted by our method, since a suitable and encouraged message could avoid the their drop-out.

Our method relies on classification techniques. In particular, we propose to use an ensemble of classifiers, which combines a set of classifiers to construct a new classifier that is often more accurate than any of its constituent classifiers [8]. In this study, we use ensemble methods to identify mislabelled instances which will lead to discover our targeted learners. These instances will be those marked as false positives by the majority of classifiers.
Next, we explain how our method performs step by step:

1. A data set that gathers the activity carried out by each learner during the period under study, that means, the period established for doing an assessable assignment, and the mark achieved (pass/fail), is loaded.
2. Then, an ensemble is built by means of a set of classifiers applied to this data set and evaluated with the leave-one-out method. The misclassified instances of the fail class of each classifier are marked.
3. Next, the process evaluates how many times each instance of the fail class has been marked, that means, has been misclassified. Instances marked by at least the 50% of classifiers (half or more than a half) are our targeted instances since it is highly likely that these instances correspond to the students who failed having a high activity level.
4. Finally, teachers are automatically informed by our process about these failed students with irregular activity, so they can identify and help them.

4 Configuration of the Experiments

We apply our method on students’ activity data from two ended e-learning courses hosted in the LMS Moodle at a Spanish University. Both are cross-curricular courses open to students from all degrees, and their students must carry out different assignments along the weeks to pass. The number of students enrolled in these courses was 43 and 119 respectively.

Two data sets were generated for the current case study, one for each course, with the activity data corresponding to the period of the first assignment, named “d1a1” and “d2a1” respectively. The attributes used were: the number of actions performed by the student (“act”), the number of visits to the .pdf content files (“v-re”), to the SCORM resources (“v-sc”), to the statistics page about the progress in the course (“v-da”) and to the html pages which collect the course syllabus (“v-co”); the number of the visits to feedback messages provided by the instructor (“v-fe”), the number of messages read (“v-fo”), posted (“a-di”) and answered (“p-fo”) by the student in the forum and the sum of the “a-di” and “p-fo” attributes (“pa-fo”). As class attribute, we used the pass or fail grade achieved by the learner in this assignment. It must be pointed out that we used the data from the first assignment because the students’ behaviour pattern remained regular after that first delivery. This could be due to the non-compulsory nature of these courses. Once students engage to the course and check that it meets their expectations, they progress adequately.

The algorithms used to build our ensemble were the ones proposed by Smith and Martínez [9], since this selection was proven to have a good performance in order to detect outliers. It comprises classifiers that belong to five different learning paradigms with the aim of compensating the bias of each method. Our experimentation utilised the Weka implementation of the following classifiers with their default parameters: RIPPER, NNge and Ridor (Rule based); MultilayerPerceptron (Neural Networks), NaïveBayes (Bayesian); C4.5 and RandomForest (Tree-based); LWL and 5-NN (Lazy). Before the application of the
classifiers, the CfsSubsetEval technique provided by Weka was run to select the most relevant activity attributes to predict the students’ performance.

5 Results and Discussion

In this Section we show the results obtained by applying the proposed method on the two courses. Table 1 gathers the nine students at risk detected in the “d1a1” data set. The column “id” contains the identification of each student and the four following columns correspond to the four attributes selected by the attribute selection method. These data are shown normalised. The column “%miss” indicates the percentage of times that a failed student was classified as passed. Columns “1a” and “2a” show the mark of the students, in a grading scale from 0 to 10, achieved by each learner in the first and the second assignments of the course, meaning “dp” that the student dropped out of the course before sending the assignment and “nd” that the assignment was not delivered but the student continued in the course. Finally, column “Gr.” groups these students according to the percentage of classifiers that were not able to classify them rightly: in “Group#1” there are failed students misclassified by 50% to 74% of the classifiers; “Group#2” contains failed students misclassified by 75% to 99%; and “Group#3” have failed students misclassified by 100% of the classifiers.

Table 1. Avg. values of the activity attributes of detected learners at risk in d1a1

<table>
<thead>
<tr>
<th>Gr.</th>
<th>id</th>
<th>act</th>
<th>v-re</th>
<th>v-co</th>
<th>v-da</th>
<th>%miss</th>
<th>1a</th>
<th>2a</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>c1e1</td>
<td>0.18</td>
<td>0.09</td>
<td>0.10</td>
<td>0.04</td>
<td>55.56</td>
<td>dp</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>c1e2</td>
<td>0.20</td>
<td>0.16</td>
<td>0.16</td>
<td>0.15</td>
<td>66.67</td>
<td>3</td>
<td>dp</td>
</tr>
<tr>
<td>2</td>
<td>c1e3</td>
<td>0.23</td>
<td>0.30</td>
<td>0.18</td>
<td>0.24</td>
<td>88.89</td>
<td>dp</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>c1e4</td>
<td>0.31</td>
<td>0.16</td>
<td>0.33</td>
<td>0.24</td>
<td>88.89</td>
<td>nd</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>c1e5</td>
<td>0.45</td>
<td>0.35</td>
<td>0.27</td>
<td>0.48</td>
<td>100.0</td>
<td>3</td>
<td>dp</td>
</tr>
<tr>
<td></td>
<td>c1e6</td>
<td>0.91</td>
<td>1.00</td>
<td>0.51</td>
<td>0.72</td>
<td>100.0</td>
<td>4</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>c1e7</td>
<td>0.50</td>
<td>0.51</td>
<td>0.38</td>
<td>0.20</td>
<td>100.0</td>
<td>nd</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>c1e8</td>
<td>0.58</td>
<td>0.42</td>
<td>0.60</td>
<td>0.44</td>
<td>100.0</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>c1e9</td>
<td>0.37</td>
<td>0.30</td>
<td>0.44</td>
<td>0.50</td>
<td>100.0</td>
<td>nd</td>
<td>9</td>
</tr>
</tbody>
</table>

Next, we show the fitness of the method by studying these instances in detail. For this end, Table 2 displays the average activity for each group independently as well as the average activity of the nine students (“Avg.”). This table likewise includes a row with the average values which belong to the students who passed (“Avg. p.”) and another one for those who were well-classified as failed students (“Avg. f.”). In order to visualise the differences among these groups, Table 3 shows the Euclidean distance between the average of each activity attribute belonging to the nine detected failed students with respect to the average values.
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Table 2. Average of the activity of each group of detected learners in d1a1

<table>
<thead>
<tr>
<th>Group</th>
<th>Act</th>
<th>v-re</th>
<th>v-co</th>
<th>v-da</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.19</td>
<td>0.13</td>
<td>0.13</td>
<td>0.10</td>
</tr>
<tr>
<td>2</td>
<td>0.27</td>
<td>0.23</td>
<td>0.26</td>
<td>0.24</td>
</tr>
<tr>
<td>3</td>
<td>0.56</td>
<td>0.52</td>
<td>0.44</td>
<td>0.47</td>
</tr>
<tr>
<td>Avg.</td>
<td>0.41</td>
<td>0.38</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>Avg. f.</td>
<td>0.08</td>
<td>0.11</td>
<td>0.09</td>
<td>0.04</td>
</tr>
<tr>
<td>Avg. p.</td>
<td>0.40</td>
<td>0.35</td>
<td>0.39</td>
<td>0.44</td>
</tr>
</tbody>
</table>

Table 3. Euclidean dist. of each group from d1a1 to the fail and pass class

<table>
<thead>
<tr>
<th>Group</th>
<th>D(fail)</th>
<th>D(pass)</th>
<th>Diff.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.13</td>
<td>0.53</td>
<td>−0.40</td>
</tr>
<tr>
<td>2</td>
<td>0.34</td>
<td>0.30</td>
<td>0.04</td>
</tr>
<tr>
<td>3</td>
<td>0.84</td>
<td>0.24</td>
<td>0.60</td>
</tr>
<tr>
<td>All</td>
<td>0.57</td>
<td>0.13</td>
<td>0.44</td>
</tr>
</tbody>
</table>

of those who passed (23 learners) and with respect to those who were well-classified as failed students (20 learners).

As expected, the average activity of the passed students is noticeably higher than the one of the well-classified failed students. As can be observed, the normalised average value of the total number of actions, “act”, of the passed students takes a value of 0.40, meanwhile this value is 0.08 for failed learners. The same happens with the other attributes. It must also be pointed out that the average activity of all detected students (9 in total) is noticeable closer to the activity of passed students, with an Euclidean distance of 0.13, than to the well-classified failed students with an Euclidean distance of 0.57. With this analysis, it can be stated that the detected students have, in general terms, an activity more similar to the passed students.

The detected students in the Group#1 had a lower average activity than the rest of the detected students, and this activity is more similar to the one performed by failed learners than to the passed ones. In fact, one of these students, c1e1, dropped out of the course before sending the first assignment, and the other one, c1e2, failed it, and he also dropped out later. These dropouts might have been avoided if the teacher had sent them a message addressed to know the difficulties they found in the course and to show his/her support to help them.

Focusing on Group#2, it can be observed that the student c1e3 showed a similar behaviour to student c1e2 in the Group#1, and dropped out before the first assignment. The other student, c1e4, did not deliver the first assignment, however, passed the second one. This case shows it may be beneficial to send motivating and differentiated messages to those learners with a certain degree of activity, although they seem to have dropped out, so that teachers could encourage them to continue.

The remaining students who are in Group#3 show clearly that the method works properly since it is able to detect learners who carried out a great effort and achieved bad results. It must be first highlighted that the activity of these students on average is quite similar to the one carried out by the passed students, with a distance of 0.24, with respect to the well-classified failed students, with
a distance of 0.84. We found two students in this group, c1e7 and c1e9, who did not deliver the first assignment, but passed the second one with a mark of nine out of ten, students c1e6 and c1e8 who failed the first assignment but passed the second one and, finally, the student c1e5 who delivered and failed the first assignment, and then dropped out.

Next, we present the results obtained with the data set “d2a1”. Table 4 contains the information about the activity performed by the failed students detected by all classifiers, since it is the most reliable setting. Likewise, it includes their average activity as well as the average activity of the passed students and that one of those learners who were well-classified as failed. The two detected students had a high activity in the course, even higher than the average activity of students who passed. In the case of student c2e2, he achieved a grade of 4.5 out of 10, which is close to the pass/fail threshold of 5. However, student c2e1, who showed an even more remarkable activity level with values very close to 1 in “act”, “v-re” and “v-fo”, failed the assignment with a 3. Both students could have suffered from any kind of punctual problem since they achieved a good mark in the second assignment.

### Table 4. Avg. values of the activity attributes of detected learners at risk in d2a1

<table>
<thead>
<tr>
<th>Id</th>
<th>Act</th>
<th>v-re</th>
<th>v-co</th>
<th>a-di</th>
<th>v-fo</th>
<th>%miss</th>
<th>1a</th>
<th>2a</th>
</tr>
</thead>
<tbody>
<tr>
<td>c2e1</td>
<td>0.84</td>
<td>0.89</td>
<td>0.45</td>
<td>0.00</td>
<td>0.86</td>
<td>100.0</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>c2e2</td>
<td>0.51</td>
<td>0.44</td>
<td>0.48</td>
<td>0.00</td>
<td>0.28</td>
<td>100.0</td>
<td>4.5</td>
<td>9</td>
</tr>
<tr>
<td>Avg.</td>
<td>0.68</td>
<td>0.67</td>
<td>0.47</td>
<td>0.00</td>
<td>0.57</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Avg. f.</td>
<td>0.01</td>
<td>0.02</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Avg. p.</td>
<td>0.28</td>
<td>0.27</td>
<td>0.18</td>
<td>0.09</td>
<td>0.16</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

In short, we have tested that our method is able to detect learners with a behaviour that is irregular in comparison with the overall population, enabling teachers to send personalised messages in order to keep students who fit in an at-risk classification active and interested in the course.

### 5.1 Comparison of Our Proposed Method with Other Alternatives

The process of detecting irregular behaviours can be also studied following the classical paradigm of outliers’ detection. In order to highlight the advantages of our method with respect to this kind of methods, we performed an analysis by using two of the most popular outlier detection techniques, LOF [10] and ECODB [11], and compared their results with the results of our proposed method presented in the previous section.

LOF, acronym of Local Outlier Factor, uses k-Nearest Neighbours to establish the density of local groups. Its main disadvantage is that it is not a class-outlier technique, meaning it does not take into account the class attribute in
its execution. The consequences of this fact can be observed in Table 5, which displays the first 8 students detected as outliers by this technique in the first course. C1e6 is the only student who failed having performed a high activity in the course. The remaining students detected are learners who carried out the lowest activity in the course and who should not have been detected as outliers. But, due to the fact that LOF is not class-outlier, it detected them as extreme values. This states that LOF is not suitable for our purpose since it is not able to detect irregular learners.

Unlike LOF, ECODB technique takes the class value into account in order to detect outliers. By using k-Nearest Neighbours, it calculates a value named Class Outlier Factor (COF), which indicates the membership of an instance to its class. ECODB needs a previous configuration of two parameters before being executed: the “k” value for the “Nearest Neighbours” search and the number of outliers to be detected. Table 6 shows the students detected by ECODB with k = 3 and number of outliers = 12. As can be observed, there are two students who were previously detected with the ensemble and were not detected by ECODB. One of them is c1e1, who, indeed, performed the lowest activity among all the students who failed detected by the ensemble method. The other one is one of the failed students with a higher activity, c1e8. On the other hand, ECODB detected three students as failed who were not detected by our method: c1ef12, c1ef13 and c1ef14. It must be pointed out that these three students performed a very low activity in the course. In particular, c1ef12 was not misclassified by any of the classifiers in the ensemble, and c1ef13 and c1ef14 were misclassified by only two of them. Modifying the “k” value barely changes the results. In the same way, increasing the number of outliers detected by ECODB only relies in more

<table>
<thead>
<tr>
<th>Id</th>
<th>Act</th>
<th>v-re</th>
<th>v-co</th>
<th>v-da</th>
<th>Grade</th>
</tr>
</thead>
<tbody>
<tr>
<td>c1pe1</td>
<td>1.00</td>
<td>0.63</td>
<td>1.00</td>
<td>0.74</td>
<td>Pass</td>
</tr>
<tr>
<td>c1pe2</td>
<td>0.76</td>
<td>0.84</td>
<td>0.73</td>
<td>0.98</td>
<td>Pass</td>
</tr>
<tr>
<td>c1e6</td>
<td>0.91</td>
<td>1.00</td>
<td>0.51</td>
<td>0.72</td>
<td>Fail</td>
</tr>
<tr>
<td>c1pe3</td>
<td>0.74</td>
<td>0.49</td>
<td>0.88</td>
<td>0.59</td>
<td>Pass</td>
</tr>
<tr>
<td>c1pe4</td>
<td>0.72</td>
<td>0.65</td>
<td>0.61</td>
<td>0.59</td>
<td>Pass</td>
</tr>
<tr>
<td>c1fe10</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>Fail</td>
</tr>
<tr>
<td>c1fe11</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>Fail</td>
</tr>
<tr>
<td>c1fe12</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>Fail</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Id</th>
<th>Act</th>
<th>v-re</th>
<th>v-co</th>
<th>v-da</th>
<th>Grade</th>
</tr>
</thead>
<tbody>
<tr>
<td>c1e2</td>
<td>0.20</td>
<td>0.16</td>
<td>0.16</td>
<td>0.15</td>
<td>Fail</td>
</tr>
<tr>
<td>c1ef12</td>
<td>0.13</td>
<td>0.40</td>
<td>0.16</td>
<td>0.022</td>
<td>Fail</td>
</tr>
<tr>
<td>c1e6</td>
<td>0.91</td>
<td>1.00</td>
<td>0.51</td>
<td>0.72</td>
<td>Fail</td>
</tr>
<tr>
<td>c1e5</td>
<td>0.45</td>
<td>0.35</td>
<td>0.27</td>
<td>0.48</td>
<td>Fail</td>
</tr>
<tr>
<td>c1e9</td>
<td>0.37</td>
<td>0.30</td>
<td>0.44</td>
<td>0.50</td>
<td>Fail</td>
</tr>
<tr>
<td>c1pe16</td>
<td>0.23</td>
<td>0.35</td>
<td>0.26</td>
<td>0.04</td>
<td>Pass</td>
</tr>
<tr>
<td>c1ef13</td>
<td>0.12</td>
<td>0.23</td>
<td>0.20</td>
<td>0.13</td>
<td>Fail</td>
</tr>
<tr>
<td>c1ep15</td>
<td>0.40</td>
<td>0.19</td>
<td>0.30</td>
<td>0.39</td>
<td>Pass</td>
</tr>
<tr>
<td>c1ef14</td>
<td>0.12</td>
<td>0.19</td>
<td>0.09</td>
<td>0.17</td>
<td>Fail</td>
</tr>
<tr>
<td>c1e7</td>
<td>0.50</td>
<td>0.51</td>
<td>0.381</td>
<td>0.20</td>
<td>Fail</td>
</tr>
<tr>
<td>c1e4</td>
<td>0.31</td>
<td>0.16</td>
<td>0.331</td>
<td>0.24</td>
<td>Fail</td>
</tr>
<tr>
<td>c1e3</td>
<td>0.23</td>
<td>0.30</td>
<td>0.178</td>
<td>0.24</td>
<td>Fail</td>
</tr>
</tbody>
</table>
students with non-irregular behaviour being detected and, on the other hand, decreasing it results in a lower detection of students with irregular behaviour.

Similar results are achieved on the “d2a1” data set. Table 7 displays the results obtained by applying ECODB with $k = 3$ and number of outliers = 4. One of the failed students, c2e2, was also detected by our ensemble, and had a high activity. However, the other failed student detected, d2ef7, carried out a low activity in the course. Moreover, c2e1, who performed the highest activity among all students who failed, was detected by our proposal but not by ECODB.

Table 7. Students detected by ECODB on d2a1

<table>
<thead>
<tr>
<th>Id</th>
<th>Act</th>
<th>v-re</th>
<th>v-co</th>
<th>a-di</th>
<th>v-fo</th>
<th>Grade</th>
</tr>
</thead>
<tbody>
<tr>
<td>d2ep2</td>
<td>0.02</td>
<td>0.05</td>
<td>0.02</td>
<td>0.00</td>
<td>0.01</td>
<td>Pass</td>
</tr>
<tr>
<td>d2ep3</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>Pass</td>
</tr>
<tr>
<td>c2e2</td>
<td>0.51</td>
<td>0.44</td>
<td>0.48</td>
<td>0.00</td>
<td>0.28</td>
<td>Fail</td>
</tr>
<tr>
<td>d2ef7</td>
<td>0.02</td>
<td>0.03</td>
<td>0.02</td>
<td>0.00</td>
<td>0.02</td>
<td>Fail</td>
</tr>
</tbody>
</table>

In sum, we can state that the ensemble better detects the learners with an irregular behaviour. Furthermore, the technique only requires a parameter to be set, the number of classifiers that must misclassify an instance, which can be considered as a rough parameter. That means, all the instances detected correspond to irregular behaviours, and the higher we set up a value, the higher probability of being our students at risk. Thus, the setting of this parameter affect less to the accuracy of the results than the tuning of algorithm parameters. Outliers techniques, as shown, are less accurate than our proposal.

6 Conclusions and Future Work

Student dropout is a critical problem, particularly in distance education systems. Although there are many research works which address this issue, these have been generally focused on detecting learners whose activity decays along the course. But there are another important group of students who are at risk. They are those who work and participate actively in the course, but their performance is low in comparison with those peers who carry out a similar activity and pass.

This paper contributes with a method addressed to detect these learners at run-time of the course, using the activity performed in the learning platform during the period established for each task and the grade achieved. These students might obtain a feedback with an encouraging message that helps them to keep active, and some notes that guide them towards the main resources of the course. This technique has been compared with two techniques from the outlier detection domain, which shows our ensemble-based method to be more accurate.

There are some tasks and challenges to be dealt with in a near future, such as getting a large and diverse collection of virtual courses, or wrapping the proposed method so it can be installed in LMS platforms.
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Abstract. The arrival of online programs in education is pushing educators to promote new ways of teaching to engage students. Nonetheless, most higher education teachers are not trained in the practices of e-learning. In this paper, our purpose is to study whether the use of gamification better promotes learning in online courses. Over 6,000 participants enrolled in the MOOC “Conventional and green energy sources” as a part of the activities of the “Binational Laboratory on Smart Sustainable Energy Management and Technology Education” project. About 1,000 eventually completed it. Main results indicate that for all participants’ profiles (i.e., gender, age, and educational level) the completion of a gamification challenge favored higher final test scores on the contents of the course. This lead us to think that gamification improves students’ performance in online teaching. However, there are technical limitations associated to the courses platforms that need to be solved for teachers to be able to implement non-traditional learning approaches.
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1 Introduction

The use of technical innovation and communication tools (ICT) in classroom has pushed schools and education systems to promote new ways of teaching based on multiple interactive strategies (e.g., synchronic and asynchronic) of instruction and assessment [1, 2].

Furthermore, incentives to move education and teacher education course contents to online formats (e-learning) are rapidly spreading worldwide. This global scenario has been referred to the “digital turn”. The digital turn is defined as “an analytical strategy to discuss the digitalization process affecting society, and as a description of the digitalization process itself. This process leads from the ‘book culture’ of the so-called Gutenberg Galaxy to a digital age” [3].
Our main purpose is to understand to what extent the use of gamification techniques facilitates learning in a MOOC on energy sources.

The following pages are organized as follows: a brief theoretical background on MOOCs and gamification, the description of our study methodology and main results.

2 Theoretical Background

It has been long reported that most higher education teachers and teacher educators are not trained in the practices of e-learning. Thus, educators can be pressured to pursue online (or blended) course implementation, such as Massive Open Online Courses (MOOCs), without the necessary e-learning skills and tools [4].

2.1 The Use of MOOC in Higher Education Programs

Massive Open Online Courses (MOOCs) arises as a new model of online teaching, particularly demanded in higher education that push teachers in a position of being digitally competent [5]. They are typically divided into XMOOCs (based on traditional teaching) and cMOOCs (based on connectivist teaching [6].

Most courses to date are offered as xMOOCS because they allow unlimited numbers of participants at one time from different locations. Its uniqueness relies on the fact that they are “massive” -which have no precedent in distant education- but its spreading is basically driven by two factors: (1) rapid interchange of knowledge and (2) low or no cost tuition fees. However, there are some limitations: low completion rates that account of less than 10% [7], weaker intensity of interactions between teachers and students, lack of immediate feedback from instructors [8].

2.2 Gamification and MOOCs

Gamification is a relatively new methodology in MOOCs. It is an innovative educational strategy that borrows elements from games to be used in non-traditional game-based contexts. Its major purpose is to transpose students to virtual simulated scenarios that engage them in the school activities. Gamification is traditionally associated to elements such as badges, ranks and scores that serve to reward students’ performance. Initially developed in the military sector and then expanded to other fields such as marketing, businesses, health-care, education.

According to [9]’s gamification model, there are three major components related to this teaching strategy: dynamics, mechanics and components. Dynamics are the contexts in which the gamification occurs, mechanics are the activities carried out within the dynamics and components are the objects used for the mechanics. In addition to that three dimensions should be added [10]: cognitive (i.e., problem solving, logical solutions, etc.), social (cultural skills, values, leadership, etc.) and affective (i.e., emotions, belief systems and attitudes). The components and dimensions combined result in an array of different uses of gamification that lead to different types of learning. For instance, an affective dynamic based on challenge mechanics and using
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appealing components such as badges, points or trophies foster students’ learning by improving the engagement instructional episode within a class [11].

Although xMOOCs have expanded educational contents to wider populations, their behaviorist approach limits the inclusion of cognitive methodologies and teaching strategies that have been largely proven to have positive effects in students’ learning. In this regard, in most MOOCs digital platforms it is technically challenging to use new methodologies such as gamification. This push to using traditional ways of teaching which, in turn, leads to boredom [12], the no differentiation of participants’ profiles [13].

The main interest of this study is to analyze the effect of gamification-based teaching in the MOOC participants’ performance depending on different participants’ profiles. More specifically, our work aims at:

1. Determining the participants’ profile in the MOOC.
2. Identify whether there are statistical differences between three major profiles based on (1) age; (2) gender and (c) educational level and the completion of the gamification challenge in the MOOC.
3. Identify whether statistical differences might be found between three major profiles based on (1) age; (2) gender and (c) educational level and a performance test (final exam) about the contents of the MOOC.

3 Methodology

3.1 Course Design

The National Council for Science and Technology (CONACYT), the Mexican Secretary of Energy (SENER) and the Tecnológico de Monterrey (higher institution in Mexico) launched in 2015 a Strategic Energy Initiative Project to develop the Energy Reform in México which aims to impact academic, business and social communities in Mexico and Latin America by raising awareness through open innovation about the sustainable energy options available [11]. The project entitled “Binational Laboratory on Smart Sustainable Energy Management and Technology Education” (http://energialab.tec.mx/) between Mexico and the United States includes twelve subprojects. One of these subprojects aims at teaching energy sustainability through massive open online courses (MOOCs).

This research is based upon the results of one those MOOCs entitled “Conventional and green energy sources”. The course included six themes: (1) Definition and types of energy, (2) Conventional energy sources, (3) Energy storage; (4) Eolic and hydric energy, (5) Solar and photovoltaic energy, (6) Biomass energy; six assignments and one final challenge where gamification was used. In the challenge the participants could win a prize in the form of a golden, silver and bronze cup depending on the correctness of their answer. The challenge was about an emergency in which the character takes shelter in a cave during a thunder storm. He should light-up the cave by making a lamp with several objects. The energy sources at his disposal are: ethanol, diesel or gas. Two criteria must be taken into the account: longer duration and less pollution.
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3.2 Sample
A number of 6,022 participants enrolled in the MOOC entitled “Conventional and green energy sources”. It launched on late January 2017, and on September of the same year all the participants started it. Out of them 1,016 students eventually completed it.

3.3 Data Collection and Analysis
Descriptive data of participants’ profiles was obtained from a questionnaire that participants filled in during the first week of the course. For the second and third research questions (motivation and performance) we collected information provided by the analytics of the MéxicoX platform based on a validated Likert scale questionnaire (Cronbach’s Alpha of 0.8102) focus on participants’ perception on cognitive, social and emotional dimensions. The participants’ performance was measured by an individual test of twelve questions about the contents of the course. The questions were open ended and multiple choice.

The methodology applied had a quantitative approach [14]. Descriptive and inferential statistics were used to see different learning performances in the types of participants’ profile. The Minitab software and XLSTAT were used for factor analysis (Principal components analysis) logistic regression, best subset regression and ANOVA.

4 Results
4.1 Participants’ Profile
Out of 1,060 students, 1,019 passed the course (96%) and 41 failed (4%), whereas 1,025 students did the gamified challenge (97%) and 35 (3%) did not. Overall the completion rate was of 17% a percentage that was above the 4% to 10% average completion rate of this types of online courses [7]. Figure 1 shows the MOOC participant’s profile.

As Fig. 1 shows, four participants’ profiles were identified from the demographic analysis: (a) gender; (b) age; (c) educational level and (d) profession. Each of them made a difference in both completing the MOOC and in the overall learning of the contents about energy. Overall, 62% were men and 38% women. More than half of participants ranged from 21 to 30 years old (51%). The lowest frequency accounted for participants of 41 to 50 years old (16%). As for educational level, 37% of the students completed high school, 40% had Bachelor degrees and the rest (23%) upper degrees. The occupation of most of them was related to education (72%), 13% to managers and business (10% managers and 3% to companies) and 10% to administration (8% plus 2% of support activities).

4.2 Gamified Challenge Completion
The Principal Component Analysis (PCA1) were conducted for the variables Gender, Educational Level, Age and Gamified Challenge. The ANOVA analysis showed that
there were no statistical differences between age or gender regarding the gamified challenge (p. = 0.274). Nevertheless, there were a slight tendency for males to be more likely to do the gamified challenge than females (see Fig. 2).

As for the educational level, we found that there were statistically significant differences (p = 0.024). The mean scores of the six types of educational levels are not statistically equal. The more advanced the educational level, the more likely it is the student to accomplish the gamified challenge.

Fig. 1. Participants’ profile in the “Conventional and green energies” MOOC [15].

Fig. 2. PCA1. correlation biplot identifying causality relationships between variables.
4.3 Participants’ Performance (Final Test About the MOOC Contents)

Participants’ performance was measured by a final test about the contents of the course. The final exam has a mean score of 9.07 (out of 10) with a standard deviation of 1.304, with p < 0.0001. The exam did not pass neither Shapiro-Wilk nor Anderson-Darling normality tests. Figure 3 shows the histogram for Final test (final exam) with Normal fit and the histogram. This means that we do not know how to select a proper sample size nor to estimate confidence and prediction intervals.

![Fig. 3. Histogram and normal fit for the final exam](image)

PCA2 included the variables Gamified Challenge, Gender, Educational Level, Age and Final Exam. All participants’ profiles showed a relationship between succeeding in the completion of the gamified challenge and obtaining a higher score in the final test. With a p < 0.0001 we found that the final exam mean of students that completed the gamified challenge was $x = 9.1$ whereas for those who did not completed it correctly was $x = 7.8$.

The ANOVA analysis test indicated that mean scores between males and females on the final exam were slightly dissimilar but not statistically significant ($x = 9.1$ vs $x = 0.90$). However, there were significant differences between different ages ranks, specially between 21–25 and 41–50 ($p = 0.015$) in favor of the first group. As for Education Level, means scores were not the same ($p < 0.0001$). We found a noticeable trend in the dataset suggesting that final exam scores were higher as education level increases (see Fig. 4).
5 Discussion and Conclusion

The first result reveals that a relatively high percentage of participants (17%) finalized the MOOC course. According to [16] the average completion rate in Coursera is of 4% whereas [17] extend this rate around 10%. Our success may be due to the increasing interest on the energy sector among the Mexican population and the promotional work.

Secondly, males and female participants showed the same interest in gamification. Their engagement to the gamified challenge is opposed to [18] who found that 99% of the male participants (against 94% females) were willing to play when accomplishing their class tasks.

Thirdly, our study shows that, in contrast to what is widely believed, millennials (aged 26–30) are not more inclined to use gamification than older generations. This is not the case of the X generation (aged 21–25) who are keener to use this short of educational strategy.

The limitation of our study though was to technically adequate the gamified challenge to the MexicoX platform because the answer to it was based in a traditional answer type question (i.e., multiple choice). This leads us to think that MOOC interfaces nowadays greatly restrict the application of the gamification teaching methodology for online courses.
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Abstract. In the last few years the amount of electronic data in high schools has grown tremendously, also as a consequence of the introduction of electronic logbooks, where teachers store data about their students’ activities: school attendance, marks obtained in individual test trials and the typology of these tests. However, all this data is often spread across multiple providers and it is not always easily available for research purposes. Our research project, named ELDM (Electronic Logbook Data Mining), focuses exactly on this information. In particular, we have developed a web-based system which is freely usable by school stakeholders; it allows them to (i) easily share school data with the ELDM project, and (ii) check the students’ very different learning levels. On the basis of data collected from adhering schools, we have applied data mining techniques to analyze all the students’ behaviours and results. Our findings show that: (i) it is possible to anticipate the outcome prediction in the first school months; and (ii) by focusing only on a small number of subjects, it is also feasible to detect serious didactic situations for students very early. This way, tutorship activities and other kinds of interventions can be programmed earlier and with greater effectiveness.
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1 Introduction

Predicting students’ performances is one of the most interesting challenges that an educational institution can face today. Being able to understand students’ difficult situations very early paves the way for timely intervening with educational and didactical strategies, to prevent a negative outcome of the scholastic course. Data Mining (DM) techniques are a useful tool that can be also applied successfully to educational data. DM has been indeed used in several fields, as finance [10], healthcare [17], weather forecasting [16] and in social network analysis [1, 8]. Application of Data Mining in the educational field is usually called Educational Data Mining (EDM) [7]: this is a still emerging interdisciplinary research area, that has received the attention of the scientific community in recent years.
In one of the first important works about EDM [4], Baker detects five fields of study in EDM: prediction, clustering, relationship mining, discovery within models, and extraction of data for human judgment. However, almost all EDM previous works are related to academic world or virtual learning [6] and only in a few cases to High School data [12]. In all cases, these works analyze data collected from surveys, or related to family status and economic position.

Our research instead focuses only on day-by-day students’ scholastic life information, using data stored in electronic logbooks of ten Italian high schools. In these logbooks, indeed, teachers store data about their students’ activities: school attendance, marks obtained in individual test trials and the typology of these tests. However, these logbooks are often spread across multiple different providers and are not readily available for analysis. In particular, we have developed a web-based system, named ELDM (Electronic Logbook Data Mining). The system allows school managers and authorised users to: (i) easily share school data with the ELDM project, exporting them from their own service provider, with just few clicks; and (ii) obtain some detailed results of data analysis for their own school.

It’s important to highlight some previous related works, which describe useful results and experiences, for our research. Kapur et al. [11] performed a comparison of different classification algorithms, applied to educational data. They worked with 480 entries related to students enrolled Kalboard 360 e-learning platform. For each entry, they collected 16 features; part of these are strictly related to family factors. The research explains as J48 Decision Tree and Random Forest are the most effective algorithms for this purpose. In Veracano et al. [12], several experiments for predicting students’ dropout are performed using real data from 419 students of one Mexican High School. This work shows different algorithms that use data related also to social conditions and to the marks of the previous school grade. Due to the small number of analyzed cases, the dataset is highly unbalanced. In [3], Asif et al. analyze university studies. Their work indicates that by focusing on a small number of courses, that are indicators of particularly good or poor performance, it is possible to provide prompt warning and support to low achieving students. In [15], Saarela et al. present a research allowing to learn the difficulty level of different math questions and to predict whether or not a student with a particular background profile will be successful in answering correctly. Daud et al. [5] show with experimental results that some outcomes can be predicted using information related to family expenditures and students’ personal features. In [18], Xu et al. develop a novel algorithm that enables the progressive prediction of students’ performance by adapting ensemble learning techniques and using education-specific domain knowledge. They prove the prediction performance of their algorithm and show its improvement against benchmark algorithms on a real-world student dataset from UCLA. Asif et al. [2] use data mining techniques for predicting the students’ graduation performance in the final year of university using only pre-university marks and examination marks of early years at university. They identify two main groups of students using clustering and using only a reduced set of indicator subjects.
Pereira et al. [13] use decision trees in a comparative analysis for predicting students’ performances. CHAID decision tree proves the best algorithm for this issue. Finally, Prasada Rao et al. [14] compare the performance of J48, Naïve Bayes and Random forest algorithms. Their dataset consists of 200 entries of undergraduate computer science and engineering students. Their result shows that Random Forest provides the best performances, for their dataset.

The rest of the manuscript is arranged in the following way: Sect. 2 describes the data collection and methodology used for this study; results and discussions are presented in Sect. 3; finally, Sect. 4 provides some concluding remarks.

2 Data and Methodology

Data. Data used for our research have been extracted from the electronic logbooks of 10 high schools, located in different parts of Italy. All data have been anonymized in accordance with current Italian privacy laws [9]. All information are related to marks obtained by students in their school tests and to their class attendance. Also end period marks (Italian school year is usually divided into two periods) and end of year outcomes have been extracted, for each subject. The informations about marks and attendance have been used for training some classifiers to predict the final outcome.

Data Preparations. Since Italian high schools do not have standardized evaluation tests, marks are assigned by teachers in a 1–10 scale. Each teacher, for each test, can choose his/her way of evaluation. However, the assigned marks must belong to the [1–10] interval and are float values. Values outside this interval have not been used for our research. All the subjects have been clustered in six groups:

1. Italian Language (ita)
2. Mathematics (mat)
3. English Language (eng)
4. History (his)
5. Subjects strictly related to the student course (cou)
6. Other subjects (oth)

The clustering of subjects has been necessary for analyzing students belonging to different courses. The first four groups are common to all Italian high school courses, but each course has also its own subjects: these ones have been assembled in the fifth group (cou). The sixth group (oth) contains all the remaining subjects.¹

Feature Selection and Transformation. Starting from daily raw-data, we have built the students’ features, grouping data for each month with the following method: for each group, we calculated the average mark, collected in the

¹ E.g.: “Informatics” belongs to the 5th group for students of a course on ICT, but to 6th group for students of a course on foreign languages.
period from Sep, 15th (start of school) till the end of each month, from October to May. The name assigned to these features has the following format, for values related to a single student: <subject>._<month>; and the following format, for the average obtained using marks of all his/her classmates for the same period and for the same subject: <subject>._<month>_grp. The second group of features contains information about a student’s school attendance and about the average attendance of his/her classmates. Each feature shows a student’s school attendance in a certain period, as a number of days. Like in the previous case, these features have the following format: abs._<month>; and abs_avg._<month>_grp.

The third set of features is related to a student’s trend in a certain period. For each student and for each subjects group, we have selected all marks related to that group, and we have calculated the linear regression line for these marks. The trend value is pointed out by the tuple \((m, c, \text{dev})\)\(^2\) which contains the values used to populate this third set.

Also in this case, the computed value has been compared with the corresponding average value of all the classmates. The same features have been calculated also for each student’s group.

The last set of features contains only data about the school, the year, the course-year, the study course and about some data of end-of-school subjects marks. The final feature set \(F\) contains 410 elements.

**Final Dataset.** The whole dataset contains 13151 different instances, related to 10342 different students attending 10 Italian high schools. There are more instances than students, because for some schools we have collected data of several years. Each instance includes 410 float value at most, one for each feature of the \(F\) set. Each instance has also the end-of-year outcome feature, which is mandatory in classification experiments. The outcome feature can assume one of the following values: “POSITIVE”, “NEGATIVE” or “SUSPENDED”\(^3\). In Table 1, the distribution of students according to the final results is shown. With such a number of instances, it has been possible to build an absolutely balanced dataset, differently from almost all the works presented in Sect. 1. First, we have trashed out all the instances with more than 50 not valid values (for example an average value calculated by only a mark) and then, for each of three classes, we have used 1000 correct instances which have been divided in equal parts between training and test set.

Therefore both the definitive training set and test set are composed with 1500 instances (500 instances for each of the three classes).

### 3 Results and Discussion

In our work, we performed several experiments. In the first one we focused in forecasting the final outcome.

\(^2\) \(m\) is the slope and \(c\) is the y-intercept of the linear regression line, while \(\text{dev}\) is the standard deviation for the selected marks set.

\(^3\) The “SUSPENDED” value indicates that the student must pass another exam at the end of August, for accessing the next class.
Table 1. Distribution of students’ final results.

<table>
<thead>
<tr>
<th>Final result</th>
<th>Number of students</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>POSITIVE</td>
<td>10609</td>
<td>80.7%</td>
</tr>
<tr>
<td>NEGATIVE</td>
<td>1100</td>
<td>8.6%</td>
</tr>
<tr>
<td>SUSPENDED</td>
<td>1442</td>
<td>11.0%</td>
</tr>
</tbody>
</table>

Comparison Among Different Classification Methods. For this purpose we used three standard classification techniques. We compared classification results using the first features, containing data about the first three months of school lessons (i.e. October, November and December), with results obtained from the next three months (January, February and March). In such a case, each instance consists of 148 features. Table 2 shows the classification result calculated, for the first and the second period, with three different algorithms: J48, SVM and Random Forest. It is not surprising to find a great increase of accuracy, using data of the second period: March marks are absolutely valuable for understanding the real situation of students. We notice that, in both cases, the Random Forest algorithm obtains better results in terms of accuracy for classification. However, it’s very valuable to predict the final year outcome with an accuracy of 79%, using only the marks of the first three months. It is very interesting also that almost all the classification errors are between the “SUSPENDED” class and the others, as shown in Table 3. Only for 45 instances, the POSITIVE and NEGATIVE outcomes have been confused by the classifier (the error is slightly greater than 3%).

Table 2. Classification results with different algorithms with balanced data for the first and second period (three months), calculated on the test set.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>First period</th>
<th>Second period</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>F-Measure</td>
</tr>
<tr>
<td>J48 Tree</td>
<td>71.00%</td>
<td>0.710</td>
</tr>
<tr>
<td>SVM</td>
<td>73.13%</td>
<td>0.732</td>
</tr>
<tr>
<td>Random Forest</td>
<td><strong>79.46%</strong></td>
<td>0.795</td>
</tr>
</tbody>
</table>

Table 3. Confusion matrix, calculated on the test set with the Random Forest algorithm.

<table>
<thead>
<tr>
<th></th>
<th>Positive</th>
<th>Negative</th>
<th>Suspended</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>391</td>
<td>20</td>
<td>89</td>
</tr>
<tr>
<td>Negative</td>
<td>25</td>
<td>422</td>
<td>53</td>
</tr>
<tr>
<td>Suspended</td>
<td>37</td>
<td>84</td>
<td>379</td>
</tr>
</tbody>
</table>
Prediction of Last Year Students’ Outcome. The second experiment is focused only on students attending their last course year (Italian high schools study courses usually are 5 years long). At the end of the last year, only two outcomes are possible: POSITIVE, if a student can access the final high school examination, and NEGATIVE, otherwise. Using only instances related to students in their last year we reduced our dataset to 3707 instances, with only 100 instances belonging to the NEGATIVE class. Hence, for obtaining a balanced train and test sets, we used only 200 instances equally divided between the training set and the test set. The classification results about this reduced dataset have an accuracy level of 94%. Also in this experiment, the Random Forest algorithm has obtained the best results, in accordance with other cited works [11,14].

Relation Between Subjects and Accuracy. In the last experiment we have investigated how the accuracy could depend on subjects or periods. For this issue we have calculated the classification accuracy using a different number of relevant features. To determine which are the most important features for classification, we have applied the Information Gain algorithm to the training set. Table 4 shows the ranking of the 30 most important features. According to these results, we have calculated the accuracy using 5, 10, 20, 30, 50, 75, and 100 features. A comparison between the results obtained in this experiment is shown in Fig. 1. Also in this case, all classifications are performed with the Random Forest algorithm using all the attributes in the random selection. The results show that the highest value of accuracy is obtained with only 50 features (of 132 available using data of the first 3 months). We observe that a good level of accuracy (more than 75%) can be reached just with the first 20 attributes.

Table 4. Features relevance ranking calculated by Information Gain Ranking algorithm.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Feature</th>
<th>Rank</th>
<th>Feature</th>
<th>Rank</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>cou_dec</td>
<td>11</td>
<td>ita_dec</td>
<td>21</td>
<td>mat_oct</td>
</tr>
<tr>
<td>2</td>
<td>cou_nov</td>
<td>12</td>
<td>trend_c_cou_oct</td>
<td>22</td>
<td>Gft.trend_c_oth_dec</td>
</tr>
<tr>
<td>3</td>
<td>cou_oct</td>
<td>13</td>
<td>trend_c_his_nov</td>
<td>23</td>
<td>Gft.trend_c_oth_nov</td>
</tr>
<tr>
<td>4</td>
<td>trend_c_cou_dec</td>
<td>14</td>
<td>trend_c_mat_dec</td>
<td>24</td>
<td>Gft.trend_dev_mat_dec</td>
</tr>
<tr>
<td>5</td>
<td>his_dec</td>
<td>15</td>
<td>ita_nov</td>
<td>25</td>
<td>trend_c_eng_nov</td>
</tr>
<tr>
<td>6</td>
<td>mat_dec</td>
<td>16</td>
<td>Gft.trend_dev_oth_nov</td>
<td>26</td>
<td>trend_c_mat_oct</td>
</tr>
<tr>
<td>7</td>
<td>trend_c_cou_nov</td>
<td>17</td>
<td>eng_dec</td>
<td>27</td>
<td>trend_c_eng_dec</td>
</tr>
<tr>
<td>8</td>
<td>mat_nov</td>
<td>18</td>
<td>Gft.trend_dev_cou_dec</td>
<td>28</td>
<td>trend_m_ita_dec</td>
</tr>
<tr>
<td>9</td>
<td>his_nov</td>
<td>19</td>
<td>trend_c_mat_nov</td>
<td>29</td>
<td>trend_dev_cou_dec</td>
</tr>
<tr>
<td>10</td>
<td>trend_c_his_dec</td>
<td>20</td>
<td>eng_nov</td>
<td>30</td>
<td>Gft.trend_m_oth_dec</td>
</tr>
</tbody>
</table>
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4 Conclusions

On the basis of their own empirical experience, teachers and school managers tend to form an idea of the probability of a student’s success or failure, already after a few months from the beginning of the lessons and after the initial evaluation tests. This evaluation is based on the results of the tests they have given but above all on observing the behavior and attitudes of students measured according to their years-long teaching experience. Our aim is to provide additional help by trying to extract some knowledge which may be hidden in the large volume of data, without using data related to social or familiar condition, neither to previous school study grades, and focusing only on students real marks and school attendance. The goal is to predict difficulties already in the first part of the school year. This would allow schools to intervene with recovery tools far ahead of the usual practices, that are typically driven by the results, after finding an obvious evidence of an existing problematic situation.

Although the results are very encouraging, our research can not indicate the teaching techniques to help students in difficulty, but can only highlight their situations. A possible future direction of investigation may regard the interventions applied by teachers for students with similar situations. The analysis may focus on the progress of students during the entire school year, to identify similar behaviors – for example, a constantly positive, discontinuous, or constantly negative trend – and study their correlation with overall performances.
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Abstract. The digital revolution has deeply transformed the educational materials, especially for children, in a pathway going from physical objects to digital ones. In this paper, after delineating some relevant milestones in this route, one further step is delineated which proposes multisensory materials for learning. These kind of materials keep the main advantages of physical educational materials and marry them with the ones derived from the digital world. Then, an example of multisensory materials for learning is introduced: STTory, which is dedicated to multisensory storytelling, together with results about one study on this material which indicate that introducing multisensory elements in digital materials has positive effects on learning in children. Multisensory educational materials provide multimodal input for learning individual, enriching learning environments and educational scenarios.
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1 Introduction

The five senses are the channels through which humans can know the world around them to get information about and to better adapt. Since birth, and more and more as development goes by, children refine and exploit their senses harmonically with action which allows to select relevant information from the environment. Let us imagine a eight-months years old boy, sitting on a carpet with many toys. With sight he will appreciate colours and will grasp the rattle he prefers, with hearing he will listen to the sounds it will produce, shaking and beating it against the floor, with touch he will experience if it is soft or hard. He will probably also taste and smell it, exploring features related to these senses. Hands play a crucial world, in this exploration process, along the whole human life-cycle. This explains, on the technological hand, why it is so easy to learn to use devices which exploits pointing and touching such as the mouse and the tablet and, on the educational hand, why so many educational materials that can
be manipulated are used at school. These physical objects, that are specifically designed to foster learning are called manipulatives, are mainly used to learn and teach mathematics [2,14] and are fundamental in influential pedagogical approaches.

The first manipulatives specifically conceived for education were introduced by Froebel [7], in the 19th century who used them in his kindergarten. He developed different types of objects to favour pattern recognition and geometric forms identification in nature. At the beginning of 1900, Maria Montessori [11] made a great use of manipulatives, further advancing their importance in education. She indeed designed many materials to help children to actively discover and learn basic ideas, not only in math, but also in other subjects. Froebel and Montessori proposed a wide variety of materials that favour active exploration and try to stimulate all children senses. Zuckerman and colleagues [16], argue that Froebel-inspired manipulatives foster modelling of real-world structures, whereas Montessori-inspired manipulatives foster modelling of more abstract structures; nonetheless they share the relevant feature to appeal to all the different senses. For example, Froebel gifts are play materials for young children designed for the original Kindergarten that indeed allowed children to learn using their senses, and Montessori used specific materials, named sensorial materials and widely used in the Montessori classroom to help children to develop and refine their five senses. They offer the chance to engage the learning child sight, touch, sense of smell, taste and hearing, also promoting action which is especially important in the first phases of human development [9]. The digital revolution has deeply transformed the educational materials, especially for children, and the physical objects, the manipulatives have undergone a deep transformation, which will be outlined in the following section.

2 From Manipulatives to Digital and Virtual Manipulatives

The traditional manipulatives, introduced in the previous section, have experienced a deep transformation due to the coming of ICT. Manipulatives have become a tangible interface for education, in informatics language a Tangible User Interface TUI [1,8]. Digital, augmented, virtual version of manipulatives have been proposed: Resnick and colleagues [15] developed a new generation of digital manipulatives, computationally-enhanced versions of traditional children’s toys which enable children to explore a new set of concepts, namely blocks, beads, balls, and badges. Zuckerman and colleagues proposed a computationally enhanced versions of manipulatives, derived from Montessori materials, in the form of enhanced building blocks: physical, modular interactive systems that serve as general-purpose modelling and simulation tools for dynamic behaviour. In a similar vein, virtual manipulatives have been proposed [12]. They are a new class of manipulatives for computer programs that use visual representations and include static and dynamic visual representations of concrete manipulatives. This kind of materials keeps some features of traditional manipulatives, such as
the chance to attract children and favour learning, for example, in mathematics and have specific advantages as the flexibility or the opportunity to record data. But they lose an important feature underlined above: they mainly rely on sight, sometimes on hearing and touch, whereas smell and taste are completely lost. This constitutes, in our opinion, a drawback of digital materials, because, smell and taste, the so-called chemical senses, are indeed important in everyday life, (and have been important in human phylogenetic story), have specific neuro-cognitive features and can help the learning process. Olfaction, for example, has strong links with emotions and can therefore affect behaviour, thanks to emotional associative learning to odours. Moreover, the olfactory network has the uniqueness to do not pass through the thalamus and go directly to the cortex, thus providing the neural basis for the strong connection between olfactory stimuli and emotional memory. For this reason, in the following sections, a platform to design and implement multisensory learning materials is introduced, an example of learning system is provided, together with data, to show the effectiveness of this approach on cognitive functions as learning and memory.

3 STTory: A Tool for Multisensory Storytelling

In this section, STTory \([3,4,6,13]\) is introduced. It is a tool for digital and multisensory storytelling that allows a narration with smell, taste and touch and it allows the learner to jump inside a story through all the senses. The learner is not a passive listener, but has the chance to intervene directly in the multisensory narration, affecting some story elements and characters’ behaviours. The learner interacts with a manipulative, TUI, as described above, made of a series of physical learning materials equipped by a passive RFID, which is pasted in a hidden place, namely:

- 3 dolls representing a mouse, a princess and a duck;
- 6 smelling jars (the smells are apple, soap, rose, sea, burnt, mint);
- 6 pieces of fabric representing 3 shoes in three different colours (red, blue and yellow) and 3 skirts in three different colours (red, blue and yellow);
- 2 flavours contained in two different little red jars (strawberry and blackberry candies).

The materials are freely at disposal on a table, and the learners are able to manipulate and interact with them. STTory proposes three different stories: the Mouse Story, the Princess Story and the Duck Story. The stories have a parallel structure and the required tasks are in common (six steps in total, one doll manipulation, one doll with dress, three interaction with odours, one interaction with flavours). At every step of the story, STTory asks for one or more materials and the learner replies by placing it/them on the active table. The request is made by a visual and an aural message.

Primarily, STTory asks to find the doll showed on the screen by the system, selecting the story assigned. After the doll selection, the story requires to choose a dress for the related doll (the shoes for the stories of Mouse and Duck, the skirt...
for Princess story). The requested task is to select the dress with the favorite colour and to put it directly on the doll, dressing it (Fig. 1). The active table is able to recognize the couple formed by the doll and the selected dress, so the character will wear the selected dress during the next steps, as a result of the choice.

Fig. 1. A screenshot from the digital side of STTory and the doll dressing on the physical side

As the storytelling goes on, the learner is involved in the story by sensing the stimulation related to a particular event in the story. For instance, in the case of the princess walking in a garden, when she feels a nice smell of grass, the learner has to find the grass odour in order to go on in the story. After the learners finds the right smell, the story can continue with a new event, again involving smell.

The last step is similar to smelling steps, but it involves taste. If the character buys a strawberry ice-cream to his girlfriend, the learners has to find the strawberry flavour between the proposed candies.

Every time the learners fails the task, selecting the wrong smell/taste (in the case of dresses all solutions are correct), STTory asks to retry with another jar; when it is correct, the learners gets a congratulation feedback and the story proceeds to the next frame. A study was run to test STTory effectiveness in learning.

4 Materials and Method

The experimentation aims at evaluating the acceptability and thememorization of story with the STTory system and the multisensory manipulative materials, as the hypothesis is that using multisensory manipulatives can improve memorization. For this reason, the experimental design include 3 conditions with symmetric stories (Fig. 2): multisensory materials; only digital with touch-screen
technology, a traditional book (a game-book). Therefore each story has three variants:

a. **Multisensory**: with the STTory system, where the user has to interact with the physical and digital material by the Active Board (as described before);
b. **Touch-screen**: with the touch-screen technology (tablet), where the user interacts by clicking with the fingers on a screen;
c. **Book**: with the book, where the user interacts with pages, by browsing in them.

![Image of materials for the 3 versions of the story: Multisensory, Touch-screen and Book](image)

**Fig. 2.** The materials for the 3 versions of the story: Multisensory, Touch-screen and Book

The Multisensory version is implemented using a tool STELT, developed by authors, which connect physical and digital materials that allow to write a wider variety of scenarios. For the Multisensory version, the learners interact with the TUIs and with Activity Board 1.0 [5] with a Mediacom WinPad W801 Tablet. The connection between the tablet and the Activity Board 1.0 is by USB cable. For the Touch-screen version, the learners play with a Mediacom WinPad W801 Tablet. The software applications for the Multisensory and Touch-screen versions, were developed by using the software STELT [10]. For the game-book version, the user browses some printed sheets (A4) in the form of a book.

The participants are 24 students, 14 males and 10 females, of the primary school (second and third class: 7–9 years old), in particular from the Istituto Comprensivo di Viggianello (Viggianello, Basilicata, Italy) and the Piaget-Majoran Institute of Rome, Italy. The participants were divided in little groups of three users and each group interacted with three conditions (Multisensory, Touch-screen and Book). The matching between the stories (Mouse, Princess and Duck) and the technologies were randomized as well the execution order.

The setting was a classroom where there were only the group of three learners and two researchers, one with the role of assistance (when requested) and another as qualitative observer of the intra-group interactions and user-technologies.
interactions. At the end of the session, after an elapsed time of about two hours, the researchers asked to the learners, one by one:

(1) which type of technological support they prefer. They could see the three technological tools to avoid confusion. In particular the question was: Which tool do you prefer?
(2) some questions about the story; the questions for the three stories are symmetric with the same structure.

The crosses between stories and technologies were equally covered by 24 participants. The first questions aims to explore the acceptability of the technologies, whereas the other questions focuses on learning and memorization about stories with different approaches. We expect that the system are highly accepted and that manipulatives help improving memorization.

After playing with one of the three books, depending on experimental conditions, the children were asked questions, with a structured tool, to assess acceptability and memorization of story contents.

4.1 Acceptability Study

The acceptability study embraces the entire group of participants in this track of the trial. After the interaction with the three story with different and randomized technologies (Multisensory, Touch-screen and Book), the learner answered individually to the question: Which tool do you prefer?.

The majority of the students prefers the tangible materials; in particular 66% of the participants preferred the tangible materials (16 participants). The 25% (6 participants) preferred the touch-screen technology on the tablet, and only 2 children (8%) chose the book mode. The gender does not affect the preference.

4.2 Memory Study

At the end of the trials with the three conditions and related stories, the children answer individually some questions about the story content. Each child freely replies to the questions, there are no pre-defined choices. The answer is considered as incorrect in the case it does not adhere to the story, or the learner does not remember the reply.

5 Results

Children remember better the stories when they use the Multisensory materials with a 60.4% of correct replies. In the case of Touch-screen the correct replies were (32.3%). With the Book interaction the situation is intermediate.

This distribution is significantly different from chance ($\chi^2 = 10.03$; prob. below 0.05). The average of correct replies is higher in the Multisensory condition (av. = 2.42, st.dev. = 1.28), followed by the Book (av. = 1.87, st.dev. = 1.11) and by the Tablet (av. = 1.29, st.dev. = 1.33).
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6 Qualitative Observations

The data and the observations of the researchers during the experimentation converge. The answers in the case of the Multisensory story are very quick and without doubt, in the case of touch-screen the replies are uncertain. However it is very common that children try to reply to the question even if they do not remember, by using their common sense.

These data indicate that using STTory multisensory materials is effective for learning. It seems that the tablet offers an interaction which is too fast, thus preventing memorization. In fact children tend to be attracted by the interaction in itself, without focusing on the story. On the contrary, experience with hands and all senses, activates memorization, keeping the mnestic trace. The traditional book is the best-known materials and reading allows to focus on the story better than the tablet by itself. The STTory system that puts together physical and digital attract children and are strongly appreciated by them, favouring learning and memorization.

7 Conclusions

Learning takes place in scenarios that change continuously according to technology development, which has been dramatic in the last years. The digital side has become very relevant in people life and this issue stimulates vibrant debates. For learning it has led to lose something relevant, namely the interaction with the physical world. But technology, thanks to augmented reality and Internet of Things approaches, offers also the chance to recover this aspect, with tangible interfaces.

Children and adults, this way, can lift their eyes from the screen and use their hands, that are, as Montessori asserted, instruments of intelligence, an extension of thought, just like their bodies that allow to grab, write, shake, smell and taste.

Moreover, the technological gap which children experience between school and home context, represents a rift between educational contexts that, on the contrary, can work together to educate children.

The data reported above, indicate that touch-screen technology favours fast and immediate interaction between children and story, but this can be counter-productive if the learning task requires reflection and memorization, which is favoured by an interaction mediated by physical tools. This argument would be in favour of anti-technological coalition in the cited debate.

But if we consider the Multisensory system, the performance is better than the traditional books.

Putting physical and digital together, keeps the advantages of both: flexibility, manageability, data recording, immediate and personalized feedback for the digital; manipulation, active exploration, stimulation of all senses for the physical.

Designing and implementing multi-sensory materials opens the challenge to re-conceive learning environments and educational scenarios, to re-thinking the
multimodal input for learners, to re-invent traditional educational approaches with multimodal materials, in one word, to re-shape educational approaches.

References

Human Expert Labeling Process: Valence-Arousal Labeling for Students’ Affective States

Sinem Aslan¹, Eda Okur¹, Nese Alyuz¹(✉), Asli Arslan Esme¹, and Ryan S. Baker²

¹ Intel Corporation, Hillsboro, OR 97124, USA
{sinem.aslan, eda.okur, nese.alyuz.civitci, asli.arslan.esme}@intel.com
² University of Pennsylvania, Philadelphia, PA 19104, USA
rybaker@upenn.edu
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1 Introduction

Affect has emerged as an important part of the interaction between learners and computers, with important implications for learning and learner outcomes. As a result, it has emerged as an important area of research within learning analytics [1–3]. Reliable and valid data labeling is a key tenet for training machine learning models providing such analytics.

However, there is still considerable disagreement on key aspects of the study of affect - including even how affect itself is conceptualized. Two key paradigms have emerged for how affect is represented by researchers: (1) Affect as a set of discrete states [4–9] and (2) affect as a combination of a two-dimensional space of attributes. Several models exist that represent affect and emotion as a set of discrete states; perhaps the most widely-known such model is Ekman’s set of six basic emotions [10], but other key models include the OCC model of the cognitive structure of emotions [11], and the set of...
affective states studied by D’Mello and Graesser and their colleagues [12]. On the other hand, various models exist that represent affect as a two-dimensional structure [13]. The most widely-used model, however, both in education and other domains, is Russell’s Circumplex Model of Emotion [14], which represents affect as a $2 \times 2$ combination of Valence (Negative to Positive) and Arousal (Calm to Excited).

Human Expert Labeling Process (HELP) is a labeling protocol [15], which was originally developed to enable affect labelers (i.e., human experts) with backgrounds in Psychology or Educational Psychology label students’ discrete affective states (i.e., Satisfied, Confused, and Bored) occurring in a 1:1 digital learning scenario. In this study, using HELP as a baseline labeling protocol, we investigated an optimized method for labeling student affect based on Circumplex Model of Emotion (Valence-Arousal). Therefore, there is one major research question that this study aims to address: What is an optimized method for labeling students’ affect in terms of valence and arousal? Identification of such a method will be critical for obtaining ground truths necessary for generation of analytics based on machine learning techniques.

2 Data Collection

The student data used in this study is a part of a larger dataset previously collected through authentic classroom pilots of an afterschool Math course in an urban high school in Turkey [16]. During the pilots, the students used an online learning platform for watching instructional videos and solving assessment questions. Our data collection application running in the background collected two streams of videos from the students: (1) Student appearance videos from the camera, to enable monitoring of observable cues available in the individual’s face or upper body; and (2) student desktop videos, to enable observation of contextual information.

3 Labeling Tool, Labelers, and Training

We developed a labeling tool customized to various labeling experiments (see Fig. 1).
We recruited and trained six human experts with backgrounds in Psychology/Educational Psychology. The training process took around eight hours which included instruction and demonstration, practice with feedback, as well as reviewing each other’s labels and discussing differences in labeling outcomes. For all labeling tasks, based on observed state changes, the experts provided their Valence-Arousal labels using all available cues (e.g., student video/audio, desktop recording with mouse cursor locations, as well as any relevant contextual information from the device and content platform).

4 Experimental Conditions

To find an optimized method for Valence-Arousal labeling on the student data, we experimented with two variables: (1) Selection of Labels - which labels to use; and (2) Labeling Method - how to label.

For Selection of Labels, we had two conditions: Binary Labeling vs. Scaled Labeling. Binary Labeling had two levels of states: Positive vs. Negative for Valence, and Low vs. High for Arousal. Scaled Labeling had a scale of three levels: Negative, Neutral, and Positive for Valence; and Low, Medium, and High for Arousal.

For Labeling Method, we had three conditions: (1) Separate Labeling, (2) Combined Labeling, and (3) Separate Labeling with Displayed Labels. In the Separate Labeling condition, the human experts were asked to label either Valence or Arousal - one at a time. In Combined Labeling condition, they were asked to label Valence and Arousal simultaneously. In Separate Labeling with Displayed Labels condition, the experts labeled one construct first, and then labeled the other construct with the first construct’s labels displayed - i.e., the experts were asked to label either Valence with their previous label of Arousal for the same data displayed or label Arousal with their previous labels of Valence for the same data displayed.

For Selection of Labels, we assigned the human experts to the conditions (Binary vs. Scaled) at the beginning of the study so that we could train them based on the specific labels for their assigned condition. We randomly assigned three experts to the Binary Labeling condition, and the other three to the Scaled Labeling condition.

For all three Labeling Method conditions (i.e., Separate Labeling, Combined Labeling, and Separate Labeling with Displayed Labels), the human experts in both Binary and Scaled Labeling individually labeled the same student data (around seven hours collected from five students in two sessions - each session was 40 min). In summary, all six experts followed the procedures outlined below (each expert labeled the same student data five times so that we could have comparative results):

1. Valence labeling only (Separate Labeling).
2. Arousal labeling only (Separate Labeling).
3. Valence and Arousal labeling together (Combined Labeling).
4. Arousal labeling with Valence labels displayed (Separate Labeling with Displayed Labels).
5. Valence labeling with Arousal labels displayed (Separate Labeling with Displayed Labels).
Note that we randomized the order of the first three procedures to minimize the effect of time and familiarity of the student data being labeled. After the experts completed (1–3), they conducted (4) first, and then (5). Note that (4) and (5) were conducted after (1–3), since we needed either Valence or Arousal labels gathered from the individual experts so that we could display them during labeling.

5 Valence-Arousal Labels

In this research, Valence is defined as the direction of a student’s affect and Arousal as the level of activation in physical response of the student during the learning process. For Valence, we had three possible labels:

1. Negative: The student seems to experience negative affect (e.g., getting frustrated, stressed, agitated, bored, etc.). Any negative affect is placed within this category.
2. Neutral: The student’s affect seems to be neutral. One cannot observe any clear direction towards negative or positive affect (e.g., calm).
3. Positive: The student seems to experience positive affect (e.g., feeling satisfied, excited, etc.). Any positive affect is placed within this category.

For Arousal, we had three possible labels:

1. Low: The student does not seem to be emotionally activated, dynamic, reactive, or expressive of his/her affect.
2. Medium: The student seems to be emotionally somewhat dynamic, reactive, and expressive of his/her affect.
3. High: The student seems to be emotionally very dynamic, reactive, and expressive of his/her affect.

In Table 1, we summarized the final list of Valence-Arousal labels as customized for the Binary and Scaled Labeling conditions. In addition to Valence and Arousal labels, we also had control labels that apply to both of these conditions: Can’t Decide (if the human expert cannot decide on a final label) and N/A (if data cannot be labeled - e.g., there is no one in front of the camera).

<table>
<thead>
<tr>
<th>Table 1. Binary and scaled Valence-Arousal labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valence</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Arousal</td>
</tr>
</tbody>
</table>

6 Analysis of the Labeled Data

Upon completion of labeling, we preprocessed the labeled data prior to analysis: We first aligned label-sets of all experts to each other. Then, we applied windowing over each expert’s labeling outputs to obtain the corresponding instance-wise labels. For this, we
utilized a sliding window of 8 s with an overlap of 4 s. Hence, after preprocessing, we obtained instance-wise label sets that were timely synchronized with each other.

To compare labeling results for different experimental conditions, we calculated inter-rater agreement among multiple human experts. For inter-rater agreement, we used consensus measures which are designed to estimate the degree of agreement among multiple experts [18]. In this study, we used Krippendorff’s alpha [19], as it is robust against incomplete data and is suitable for multiple raters. Despite of disagreements for acceptable value in the related literature, a value above 0.4 is often considered moderate agreement for affect labeling [20].

To investigate the differences among different experimental conditions (i.e., Set of Labels and Labeling Method), inter-rater agreement measures were calculated for the given Valence-Arousal labels using the indicated labeling method:

- Valence Labels with Separate Labeling
- Arousal Labels with Separate Labeling
- Valence Labels with Combined Labeling
- Arousal Labels with Combined Labeling
- Arousal Labels with Arousal Labeling with Valence Labels Displayed
- Valence Labels with Valence Labeling with Arousal Labels Displayed

All these analyses were conducted for the Binary and Scaled label sets separately. Furthermore, we conducted additional analysis, to provide a comparison between Binary and Scaled results: We post-processed Scaled label sets, converting Neutral/Medium labels to either extreme (checking both possibilities), to obtain pseudo-Binary labels. See below for how we converted these labels and their acronyms as used in the Results section:

- For Valence: **NN**: Negative and Neutral merged. | **NP**: Neutral and Positive merged.
- For Arousal: **LM**: Low and Medium merged. | **MH**: Medium and High merged.

## 7 Results

The inter-rater agreement results for each experimental conditions are summarized in Table 2. These results show that for Valence, the highest consensus among the human experts was achieved in the Separate Labeling with Binary Labels condition (0.495). However for Arousal, the best consensus was obtained when the experts used Scaled Labels (in the Arousal Labeling with Valence Displayed condition), which was followed by converting those Scaled Labels into LM Binary Labels (Low and Medium merged), obtaining an alpha of 0.602.

The findings in Table 2 also show that Valence labeling resulted in higher consensus among the experts than Arousal labeling (before any conversions into pseudo-Binary labels), regardless of whether the Binary or Scaled label set was used, for both Separate and Combined labeling. However, an exception to this finding was labeling Arousal after having previously labeled Valence, with the Valence labels displayed.
When comparing consensus among the human experts, we also found that consensus was always higher for the Binary Labeling conditions than for the Scaled conditions. This suggests that Binary Labeling was easier for the human experts. Additionally, when Scaled label sets are converted to pseudo-Binary labels, LM is always better than MH for Arousal agreements in all cases. This suggests that the experts found it more difficult to distinguish Low vs. Medium Arousal, than Medium vs. High Arousal. Similarly, when Scaled label sets are converted to pseudo-Binary labels, NP is always better than NN for Valence agreements in all cases. This implies that the experts found it more difficult to distinguish Neutral vs. Positive Valence, than Negative vs. Neutral Valence.

In addition to these quantitative results, we asked the human experts about their preferences for how to label, and which methods were easier to use, at the end of the experiments. The feedback we got from the six experts can be summarized as follows:

- The majority of the experts in the Binary labeling condition found Valence easier to label than Arousal, matching our quantitative findings.
- All experts in the Scaled labeling condition found Arousal easier than Valence to label. (Note, however, that inter-rater agreement was actually lower for Arousal in several cases, within this condition).
- 5 of the six experts indicated that they preferred to first label Valence, and then Arousal, in line with the quantitative findings.

Leveraging the quantitative results and considering the feedback from the human experts, it appears that the most optimized method for Valence-Arousal labeling on the student data, at least as far as our study is concerned, would be as follows:

1. Obtain binary Valence labels (Positive vs. Negative);
2. Displaying the binary Valence labels, obtain the scaled Arousal labels (Low-Medium-High);
3. Merge the Low and Medium Arousal scales to obtain final binary Arousal labels (Low vs. High).

<table>
<thead>
<tr>
<th></th>
<th>Binary labels</th>
<th>Scaled labels</th>
<th>LM/NN*</th>
<th>MH/NP*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Separate Labeling Arousal</td>
<td>0.382</td>
<td>0.189</td>
<td>0.405</td>
<td>0.251</td>
</tr>
<tr>
<td>Valence</td>
<td>0.495</td>
<td>0.225</td>
<td>0.266</td>
<td>0.393</td>
</tr>
<tr>
<td>Combined Labeling Arousal</td>
<td>0.235</td>
<td>0.220</td>
<td>0.558</td>
<td>0.221</td>
</tr>
<tr>
<td>Valence</td>
<td>0.355</td>
<td>0.237</td>
<td>0.333</td>
<td>0.388</td>
</tr>
<tr>
<td>Separate Labeling with Displayed Labels Arousal</td>
<td>0.495</td>
<td>0.378</td>
<td>0.602</td>
<td>0.407</td>
</tr>
<tr>
<td>Valence with arousal displayed</td>
<td>0.467</td>
<td>0.200</td>
<td>0.333</td>
<td>0.355</td>
</tr>
</tbody>
</table>


Table 2. Consensus (Krippendorff’s alpha) among the human experts
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Once this optimized method was identified, the next step was to test and validate this method using a relatively larger dataset from more students. Towards this end, we had the experts label around 104 h of student data in total (from 17 students in 13 sessions) using the optimized method. The results obtained with the optimized labeling method are summarized in Table 3, both for the complete dataset and the subset of data utilized in the previous experiments (i.e., experimental data). As the results in Table 3 indicate, consensus among the experts is even higher for the complete dataset (Valence: 0.549; Arousal: 0.610) than for the subset previously studied.

### Table 3. Consensus measures with the optimized method (Experimental vs. Complete data)

<table>
<thead>
<tr>
<th>Name</th>
<th>Dataset details</th>
<th>Consensus measures</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Student count</td>
<td>Total number of hours</td>
</tr>
<tr>
<td>Experimental</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>Complete</td>
<td>17</td>
<td>104</td>
</tr>
</tbody>
</table>

### 8 Conclusions

To enable the human experts conduct Valence-Arousal labeling on the student data, we used HELP as a baseline labeling protocol. However, as the protocol was originally developed for labeling discrete affective states only, we needed to identify an optimized method for Valence-Arousal labeling on the student data through several experiments. Empirically, the optimized labeling methodology was found to be consisting of the following steps: (1) Obtaining binary Valence labels, (2) obtaining scaled Arousal labels when binary Valence labels are displayed, and (3) merging Low and Medium Arousal scales to obtain final binary Arousal labels. Additionally, the results of our experiments suggest that, before pseudo-Binary conversions, Valence labeling was easier than Arousal labeling for the human. The only exception to this finding was labeling Arousal with the Valence labels displayed, and this may be because labeling Arousal was generally more difficult, and labeling Valence first could have helped the experts isolate their thinking about Arousal, not taking Valence into account.

Using the optimized method, we then had the human experts label a larger quantity of student data so that we could test and validate this method on a relatively larger and different student dataset. The results showed that using the optimized method, the experts were able to achieve an acceptable consensus in labeling outcomes as aligned with relevant affect labeling literature [15, 17]. The researchers and practitioners can leverage the results of this study to design and implement similar data labeling tasks with a consideration of some limitations of the study (e.g., limited number of students, education-context dependency).
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Abstract. This work presents the results of some summer stages for 
high school students, for the first introduction to computational thinking 
and programming. Differently from other approaches, our experiences are 
characterized by: (i) a full week of lessons and exercises, for gradually 
developing a small but complete and original project, (ii) an objects-
early methodology, (iii) the choice of a dynamic videogame as the main 
programming project, and (iv) the availability of few small and focused 
examples, as source files, for students to start building their own appli-
cation. At the end, the students’ anonymous opinions about the stage, 
and their own projects, were collected and analyzed, for improving future 
similar activities.
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1 Introduction

The theme of coding is generating much interest. In particular, many projects 
aim to facilitate the introduction of young students and other novices to com-
puter programming; moreover, there is a long trail of debates about the best 
language for learning to code. Also about the choice of the application context, 
there are diverging opinions [8,10], though computer games have been proposed 
by multiple authors [4,20] and teachers [2,12,14,19,21].

This article discusses some experiences we gained in our university, in par-
ticular about a series of summer stages for high school students. These stages 
follow the changes which we have introduced in our first university course, where 
teaching has been focused more and more on problem solving skills and computa-
tional thinking [22]. The aim is to introduce the basic concepts of object-oriented 
programming, with an objects-early approach. Both in the summer stage and 
in the university course, the learning process has been modeled as a sequence 
of levels of growing difficulty. Progress is obtained through the development of 
various parts of a project, which at first is a dynamic videogame, with various 
interacting characters; i.e., progress corresponds to the basic acquisition of new 
concepts and skills in computer programming.
The rest of the paper is organized in the following way. Section 2 presents some background material, including debates about using computer games in education. Section 3 discusses our educational framework for the introduction of high school students to Computational Thinking and programming. Section 4 describes the results of a stage organized in summer 2017. Finally, Sect. 5 provides some concluding remarks.

2 Background

In the scientific literature, there are many studies concerning the use of gaming in the didactic context [15], also for courses oriented at computational concepts and coding [11]. While traditional schooling is often perceived as ineffective and boring by many students, these educational experiences show that the learning process can be improved if adequate facilities and methodologies are adopted. Conceptually, game development and gamification [1,5,9] are different and orthogonal aspects, but in practice they are often mixed. In this work, we discuss how the concepts of basic coding and object-oriented programming can be introduced and organized like an advancement game, with levels of growing difficulty; each level has to be completed by the invention of a personal solution to the task at hand, toward the development of a simple but functioning computer game [3,13,17].

The creation of computer games is strictly connected with objects and events: a game can be easily seen as composed by objects with different properties and behaviors that deal with events; understanding how inheritance works comes naturally with the need to define specialized characters from basic ones. This naturally guides students towards the use of the objected-oriented paradigm. The debate about objects-early or objects-late approach in teaching coding is presented in [11]. After discussing the problem of paradigm shift, the conclusion is that learning to program in an object-oriented style seems to be very difficult after being used to a procedural style. A radical approach states that a successful methodology to teaching introductory programming has not to be based on the objects-early or late approaches, on the procedural or object-oriented paradigms, but on the “game first” approach [12]. A line of research focuses on easy to use environments [6,7,11,16,21] and is interested in the development and learning process, more than the products. In this sense, game creation is not the purpose, but the instrument for driving users to learn the key concepts of programming.

Strategies concerning the teaching of code are set in a range that have as extremes: intensive learning, that is didactic and concentrated, and extensive learning, a sort of process that occurs without very specific intent. Our idea is to find the middle path, adopting some principles of extensive learning projects, e.g., “code to stay alive”, borrowed from “fight to be alive”, which is the main concept of many game. We propose more practical activities, “playing” with the code, but without losing sight of fundamental theoretical aspects. In our opinion, it is necessary to introduce theoretical concepts, while at the same time practicing with them, through hands-on exercises.
3 Teaching Material and Methodology

3.1 Proposed Projects and Frameworks

The proposed project for our summer stages is about the creation of a dynamic game (e.g., Frogger, Space Invaders, Snake, Bubble Bobble, etc.). In fact, such projects are proposed in both the summer stage and our first university course.

The nature of these dynamic games is based on various types of actors (or characters) moving in the gaming arena; it allows to test students in the design and construction of a hierarchy of classes from which to instantiate the various actors. Encapsulation, inheritance and polymorphism are intrinsic in these types of game, that also are particularly appropriate for the development of advanced projects for the best students (Fig. 1).

A very simple framework has been used. With respect to more complete and complex frameworks for game development, it is just made of few dozens of lines. This way, it can be studied and grasped confidently, without much effort, and it brings the attention to the principles of abstraction and polymorphism, instead of game details\(^1\). It is built around two main abstractions: Arena and Actor.

- **Actor** is essentially an interface, which has to be implemented by all objects participating in the game. Each actor has to provide a `move` method, for acting at its own turn, and a `collide` method, for handling collisions with other actors.
- **Arena** is essentially a container for actors. It manages all actors according to a turn-based policy and it is completely agnostic about the types of actors that are introduced. When the main application calls the `move_all` method of its arena, the `move` method of each contained actor is called, sequentially. After each single turn, collisions are detected, and the `collide` method of both colliding actors is called.

3.2 Objects-Early Approach

The advantage of the proposed framework is that students are guided to use relatively advanced programming techniques (as polymorphism is often regarded),

\(^1\) The framework and all teaching material is available at [http://www.ce.unipr.it/stage/](http://www.ce.unipr.it/stage/).

juanjo_mena@usal.es
in a quite intuitive way. In fact, it is easy to acknowledge that each actor has to act in the arena, though each type of actor performs its actions according to a different logic.

The whole learning process is proposed as a sequence of levels, each one to be completed before advancing to the next one; i.e., progress corresponds to the basic acquisition of new concepts and skills in computer programming.

1. **Level 1 - Cycles and conditions**, to draw multiple shapes.
2. **Level 2 - Lists**, to store input data and for example draw an histogram in the available screen space.
3. **Level 3 - Functions**, to handle the periodical update of a simple scene (e.g. a single bouncing ball).
4. **Level 4 - Objects**, to encapsulate data and manage multiple moving shapes, together with the logic of their own movements (advancing and bouncing, for example).
5. **Level 5 - Polymorphism**, to handle the movement of a list of different actors homogeneously (introducing an intuitive notion of Liskov's substitution principle).
6. **Level 6 - Composition**, to begin building up a game, with the presence and interaction of multiple actors.

That is, object oriented concepts can be introduced gradually, as advancements in a gamified learning process, that is actually also about game development. This way, the utility of these various development concepts becomes apparent, while the complexity of the application grows. In our experience, all this development can be made also in a short time, together with students (i.e., providing suggestions and guidance, but preserving and encouraging their autonomy in finding original solutions), and starting with an existing framework and useful examples. In the summer stages, this development and learning process is encompassed in five days (40 h in total, in lab, using the option to stay in the afternoons, with the assistance of a tutor).

4 The Space Invaders, in a Week of Code

4.1 Students

In recent years, our department has organized each year a summer internship for a hundred high school students. Though the teaching methodology has been similar in all these stages, for clarity we present here the results of the last stage, only. In summer 2017, we hosted 115 students, from many differently specialized high schools: around 15 of them specializing in Humanities, Arts, or Languages; around 50 specializing in Sciences (which unfortunately often do not include specific courses about Computer Science); around 50 from Technical high schools. In fact, Fig. 2 show a quite varied situation, with different levels of initial skills.

The stage lasts 40h spanning 5 days, at maximum, which include some optional hours in the afternoon, with tutors available for helping with exercises.
4.2 Opinions

A survey is proposed to students in the last day and a single answer is requested for each question. Answering to the survey is not mandatory. In total, 81 students accepted the survey, anonymously (through Google Forms). Here, we’ll report the most significant values.

Figure 3 highlights that OOP is the most difficult topic of the stage. For many students, a source of difficulty, which deserves attention, is the confusion among object fields, method parameters, and local variables.

As Fig. 4 shows, students have provided very positive feedback about developing a longer project, in contrast with solving smaller problems, and about computer games in particular. No one dislikes the specific application domain of computer games, and 91.5% of students have said to be motivated or strongly motivated in developing computer games. In general, the development of a longer project has been found very gratifying, or at least interesting, by 86.5% of students.
The programming language used to introduce programming, and object-oriented programming in particular, is important [18]. In general, students appreciate Python: only 16% would prefer a different language, for the stage. The most useful aspect of Python is its readability/terseness (according to 40.7% of students). Others (19.8%) instead appreciate above all its interactive shell. The access to fields and the use of self is considered the major annoyance of Python by 37% of students.

Finally, we have asked students about their self-perceived level of autonomy in problem solving (Fig. 5), at the end of the stage, and their own satisfaction about this experience (Fig. 6). Answers are shown in their aggregate form (at the left, in both figures) and then in association with the initial coding skills of students (at the right, in both figures).

Fig. 5. Self-perceived autonomy in problem solving, at the end of the stage.

Fig. 6. Satisfaction about the stage. Middle values for learning enough, or much (at 3). Low values for confusion. High values for boredom.

4.3 Delivered Works

The proposed project allowed all students, also those without any previous programming experience, to achieve a functioning project. However, realized programs differ from the point of view of the actors’ characteristics, the way they operate in the arena and the multimedia aspects of the game itself. During the stage, some students programmed additional game logics and actors, like motherships, etc. During the university course, projects of this kind allow some of the best students to deepen the motion study and also to implement more interesting strategies (e.g., ghosts’ own behaviors in the Pacman game, etc.) (Fig. 7).

2 The delivered projects, in their original form, are also available at http://www.ce.unipr.it/stage.
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Conclusions

The realization of a simple computer game has been often reported as a valid choice for introducing computational thinking and coding. In our experience, the development of a game stimulates students to face the typical issues of application development in general, according to the object-oriented paradigm, in a gradual way and with their continuous involvement. This kind of activity can be mapped to a sort of gamified advancement process, where students have to provide a personal solution to a certain task, before advancing to the next level of development. The analysis of students’ answers to a poll proposed in summer 2017 has mostly confirmed the applicability of this methodology for a full-week introductory course. Results also highlight specific issues which deserve particular attention and possibly more examples dedicated to them.
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Abstract. Emojis are pictorial representations of human facial expressions which are becoming particularly popular in computer-mediated communication. Within text-based messages, they function as surrogates of real nonverbal elements to convey emotional meanings, but in absence of a verbal label they can result ambiguous. In addition, a quantification of how much positive and/or negative valence is expressed by different emojis is still missing. We asked to 110 adults to evaluate 81 emojis on two scales, relating to positive and negative valence. Through Rasch models, we quantified the amount of positive and negative valence expressed by each emoji, deleting those emojis that were not scalable on the considered dimensions. This study is a preliminary step for the development of a set of scales formed by emojis representing discrete emotions, to be used in a variety of ways in psychological research as well as in technological learning contexts or for product evaluation purposes.
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1 Introduction

Nowadays, the use of technologies for assessing how individuals perceive, elaborate, and react in everyday life, also in relation to learning, is increasing [34]. Within information and communication technology (ICT) contexts, a key role for measurement issues could be played by emojis. In this paper, we present the state-of-the-art on emojis and their measurement according to a psychophysical perspective, and we describe a preliminary study aiming at quantifying the valence of emojis of common use. This research is a preliminary step within a larger project which has the broader aim to develop an instrument including emojis to be utilized within learning technological environments to assess learning-related emotions. Currently the role of emotions within such environments is gaining particular attention [19, 27], even if the instruments deputed to assess them still need to be refined. Emojis are stimuli that are particularly appropriate for technological environments: They can for example be quickly used for assessing emotions also with methods such as the Experience Sampling [23], in which people are interrupted during a task to respond about how they are feeling. This enables to diminish memory distortions typical of self-report instruments presented at the end of a task. Nevertheless, in such cases it is essential that the
meaning of the proposed graphical stimuli is not ambiguous. In our specific case, quantifying the valence of emojis is preliminary to further develop a scale including emojis pertaining to different valences, emotions, and intensity, characterized by good psychometric properties.

1.1 Definition and Functions of Emojis

1.1.1 What Are Emojis and Who Uses Them?
Emoticons are pictorial representations of human facial expressions which are becoming particularly popular in computer-mediated communication (CMC) [1]. They were introduced during the eighties as formed uniquely by standard keyboard typographical characters, but more recently they have evolved into pictorial symbols with a higher degree of humanization, as it is the case for emojis [1]. The use of emojis in accompanying or substituting text in CMC is currently increasing [16], together with the rates of users of social media and text message platforms—e.g., for WhatsApp, one of the most popular mobile applications, the number of monthly active users worldwide has changed from 200 to 1300 million from April 2013 to July 2017 [33]. Data on mostly used emojis have also been recently published, for example identifying smileys and emojis with hearts or tears among the most popular 2016 emojis [14]. In addition, we know that emojis are utilized more frequently in conversations with friends versus strangers, and in positive versus negative contexts [12].

1.1.2 Why Do People Use Emojis?
This question can be answered from a twofold perspective, both theoretical and relating to peoples’ viewpoints. According to a psychological perspective, emojis would be the analogue for CMC to what nonverbal cues related to facial expressions, gestures, or tone of voice contributing to express emotions are for face-to-face communication [1]. In other words, within text-based messages emojis would function as surrogates of real nonverbal elements to convey emotional meanings [12], supporting the receiver in recognizing the emotions to which the sender is referring to. The ability to recognize others’ emotions, based on individuals’ physical expressions, has both evolutionary and social origins [13, 15]. Strong evidence supports the existence of universally basic emotions with distinctive expressions, including happiness, sadness, fear, anger, disgust, and surprise [13]. The mentioned ability appears early in childhood, beginning with the ability to identify broad categories such as positive and negative valence which gradually refines with development [35].

According to the media richness theory, the combination of multiple information through texts and emojis would increase richness in communication, facilitating effective CMC [20]. Specifically, media richness would refer to how much channels and goals of a communication enable to increase certainty in exchanging messages [1]. In line with this theoretical approach, some researchers have investigated people’s reasons for using emojis, documenting that they result salient for expressing emotions but also for strengthening individuals’ messages and expressing humour [12], thus reducing uncertainty in communicative exchanges.
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1.1.3 Open Issues in the Use of Emojis

In light of the variety of emojis’ uses and functions, it becomes highly relevant to have available sets of emojis which clearly correspond to specific emotional labels. However, notwithstanding the presence of web-based shared labels as those published in reference websites as Emojipedia [14], ambiguity in the meaning of some emojis still persist. It can refer to the attribution, to an emoji, of a positive or negative valence, or of a specific emotional label. Such ambiguity could have negative consequences in terms of the efficacy of messages within CMC. In addition, even in case of no ambiguity in the identification of valence or emotional label, misunderstanding in communication could derive from interpreting differently the level of intensity associated to the same emoji.

1.2 Self-report Instruments to Assess Emotions in Technological Contexts: The Potential of Emojis for Measurement

1.2.1 Assessment of Emotions in Technological and Learning Contexts

For technological contexts, it is currently increasing the need to evaluate the valence or to gather opinions on products, services, issues, policies, and health-care [3]. In other words, it is becoming more relevant to assess the emotional meaning of a variety of objects. The same need characterizes advanced learning technology environments in which emotions arise, and whose assessment gives useful applied suggestions according to the more recent theoretical approaches [19].

Nowadays, self-report instruments still represent the most direct way to have insight on people’s emotional world [25]. Among the most frequently used self-report instruments, there are user reviews for technological contexts and self-report questionnaires for learning environments. On the one hand, as regards user reviews, different works are focusing on the analysis of users’ sentiments from online forums, in order to classify reviews in terms of valence, i.e., positive, negative, or neutral [3]. However, even when coded with automatic tools, reviews still result expensive methods, given the time they require both for being written and analyzed. On the other hand, self-report questionnaires suffer from limitations typical of self-report instruments such as social desirability bias and memory distortions, and are particularly time-consuming [25]. A possible alternative instrument, preserving the richness of self-report measures and combining it with the speed and visual characteristics of current communication [16], could be developed using emojis as stimuli within a scale assessing intensity of different emotions. Such an instrument would have direct applications generally in technological contexts, but also specifically for advanced learning technology environments in which methods such as the Experience Sampling could be applied [23]. Basing on scales using pictorial stimuli [7, 17, 26, 27, 30], the development of a scale using emojis instead of drawings of faces could also go beyond limitations related to gender and race issues.

1.2.2 Using Emojis as Measurement Tools

A simple and fast way to express evaluations on emotions is using emojis, with or without the corresponding labels. Nowadays emojis are used in a variety of contexts, both for requiring opinions on products and for evaluating people’s emotional reactions. In the first case, the common use of emojis to evaluate products, specifically in
technological contexts, usually refers to a reduced range of emotions, mainly pleasure or happiness (e.g., as for the American electronic commerce and cloud computing company Amazon), and it does not usually quantify the intensity of the emotion at issue, but only the absence or presence of that emotion (e.g., as for the “I like” judgement requested in social platforms like Facebook), neglecting the salience of intermediate evaluations. Such a use leads to evaluate the object at issue with distortions, in which the participants’ responses are influenced by the characteristics of the scale and by the way in which the data are gathered. In particular, it does not guarantee the respect of the basic properties of ‘fundamental measurement’ (see Sect. 1.2.3). Also for learning contexts, there are some scales including emojis as stimuli, but similar problems arise, for example when scales are formed by emojis ranging from a negative emotion such as sadness to a positive emotion such as happiness, without previously quantifying the intensity of the emotions expressed by the different emojis [23].

1.2.3 The Rasch Models
When it becomes relevant to consider the interaction between different quantitative latent dimensions such as characteristics of persons and items, analyses performed through the Rasch models can be a valuable option to be taken into account [2, 4, 6, 31]. The meaning of the two latent dimensions can vary according to the focus of the assessment. In psychological research, we can for example consider the characteristics of a person in terms of how much positively and/or negatively s/he perceives an item such as an emoji, and the characteristics of an item in terms of the degree with which it expresses an emotion [8, 10]. Compared to measurement traditional approaches, the Rasch models enable to measure latent dimensions respecting the assumptions of the ‘fundamental measurement’, i.e., linearity, specific objectivity, and stochastic independence [11], usually taken into account within the physical sciences but not within the social sciences. Specifically, through the Rasch models items are calibrated and persons are measured independently from the characteristics of, respectively, the people and the items.

1.3 The Present Study
Our aim was to investigate whether people differentiate emojis of common use according to their valence, positive or negative. In addition, we aimed at quantifying how much positivity or negativity each emoji represented.

2 Method
2.1 Participants
The participants were 110 undergraduate students ($M = 23.24$ years, $SD = 6.40$; 63% female) at the University of Verona, in Northern Italy, with varying socio-economic status. They participated voluntarily, after signing an informed consent form.
2.2 Material and Procedure

The data were gathered through a questionnaire administered with mixed devices (smartphones or laptops). It included the consent form, socio-demographic data like year of birth and gender, and measures on the valence of the presented emojis. The participants were recruited during university lessons, and were asked to answer the online questionnaire immediately or, if it was not possible, within three days. The mixed-device survey was administered using the Apsym-Survey Software, ApSS [9, 24, 28, 29, 32]. We assessed the valence of a series of emojis selected from the palette of emojis available in WhatsApp cross-platform instant messaging service during January 2018. We selected 81 emojis according to the following criteria: (a) being drawn as stylized faces through a circle, usually yellow (with the exception of the red emoji representing anger and the green emoji expressing disgust); (b) being of the same dimensions (we excluded the emoji representing a bomb and the emoji with the brown hat, which are smaller than the others). The emojis were presented twice, in two blocks. For each emoji in each block, the participants were asked to indicate how much positive and how much negative the expressed emotion was (How much positive/negative is the expressed emotion?). The participants could answer moving a slider along a bar ranging from 0 (not at all) to 100 (very much). The task was adapted from previous ones [16].

3 Results and Discussion

We conducted the Rasch analysis using the Partial Credit Model [22] implemented within the eRm-package [21] of the R-software. To evaluate the fit of the 81 emojis to the Rasch model (examining each emoji for both dimensions, i.e. positive and negative) we considered two criteria. Emojis had a good fit when the infit-t statistics relating to each of them was comprised between −2 and 2 [18], and the p-value associated to the Chi square was higher than .05 [5]. Deleting the items with a bad fit made it possible to improve the measurement properties of the whole set of emojis.

Separately by positive and negative dimensions, we report in Tables 1 and 2 the list of the emojis and their scaling values, referred to how much positive and negative valence is expressed by each emoji in an interval logit scale. The infit-t values were included between −2 and 2 for all emojis. We excluded emojis with a Chi square with a p < .05, for a total of nine emojis for the positive scale and 31 emojis for the negative scale. To help comparisons between the two dimensions, we transformed the scaling values as values with zero as the minimum value. In addition, we calculated the Person Separation Reliability Index (PSRI) [2] for assessing the reliability of the set of emojis, separately for the positive and the negative dimensions. The PSRI ranges from 0 to 1, with higher values corresponding to higher reliability. The PSRI was good for both the positive (PSRI = .927) and the negative dimension (PSRI = .923).
Table 1. List of emojis and their scaling values for the positive scale

<table>
<thead>
<tr>
<th>Emoji</th>
<th>Value</th>
<th>Emoji</th>
<th>Value</th>
<th>Emoji</th>
<th>Value</th>
<th>Emoji</th>
<th>Value</th>
<th>Emoji</th>
<th>Value</th>
<th>Emoji</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>😊</td>
<td>4.854</td>
<td>😊</td>
<td>4.097</td>
<td>😊</td>
<td>3.488</td>
<td>😊</td>
<td>1.626</td>
<td>😊</td>
<td>0.953</td>
<td>😊</td>
<td>0.951</td>
</tr>
<tr>
<td>😊</td>
<td>4.839</td>
<td>😊</td>
<td>4.043</td>
<td>😊</td>
<td>3.482</td>
<td>😊</td>
<td>1.598</td>
<td>😊</td>
<td>0.944</td>
<td>😊</td>
<td>0.937</td>
</tr>
<tr>
<td>😊</td>
<td>4.824</td>
<td>😊</td>
<td>4.043</td>
<td>😊</td>
<td>3.326</td>
<td>😊</td>
<td>1.353</td>
<td>😊</td>
<td>0.916</td>
<td>😊</td>
<td>0.841</td>
</tr>
<tr>
<td>😊</td>
<td>4.816</td>
<td>😊</td>
<td>3.978</td>
<td>😊</td>
<td>3.294</td>
<td>😊</td>
<td>1.308</td>
<td>😊</td>
<td>0.937</td>
<td>😊</td>
<td>0.841</td>
</tr>
<tr>
<td>😊</td>
<td>4.754</td>
<td>😊</td>
<td>3.906</td>
<td>😊</td>
<td>3.277</td>
<td>😊</td>
<td>1.299</td>
<td>😊</td>
<td>0.916</td>
<td>😊</td>
<td>0.823</td>
</tr>
<tr>
<td>😊</td>
<td>4.746</td>
<td>😊</td>
<td>3.776</td>
<td>😊</td>
<td>3.209</td>
<td>😊</td>
<td>1.294</td>
<td>😊</td>
<td>0.823</td>
<td>😊</td>
<td>0.789</td>
</tr>
<tr>
<td>😊</td>
<td>4.730</td>
<td>😊</td>
<td>3.771</td>
<td>😊</td>
<td>3.197</td>
<td>😊</td>
<td>1.281</td>
<td>😊</td>
<td>0.823</td>
<td>😊</td>
<td>0.789</td>
</tr>
<tr>
<td>😊</td>
<td>4.730</td>
<td>😊</td>
<td>3.697</td>
<td>😊</td>
<td>3.182</td>
<td>😊</td>
<td>1.266</td>
<td>😊</td>
<td>0.789</td>
<td>😊</td>
<td>0.641</td>
</tr>
<tr>
<td>😊</td>
<td>4.452</td>
<td>😊</td>
<td>3.652</td>
<td>😊</td>
<td>3.086</td>
<td>😊</td>
<td>1.178</td>
<td>😊</td>
<td>0.641</td>
<td>😊</td>
<td>0.568</td>
</tr>
<tr>
<td>😊</td>
<td>4.339</td>
<td>😊</td>
<td>3.593</td>
<td>😊</td>
<td>3.072</td>
<td>😊</td>
<td>1.153</td>
<td>😊</td>
<td>0.568</td>
<td>😊</td>
<td>0.345</td>
</tr>
<tr>
<td>😊</td>
<td>4.304</td>
<td>😊</td>
<td>3.589</td>
<td>😊</td>
<td>2.822</td>
<td>😊</td>
<td>1.111</td>
<td>😊</td>
<td>0.345</td>
<td>😊</td>
<td>0.000</td>
</tr>
<tr>
<td>😊</td>
<td>4.150</td>
<td>😊</td>
<td>3.560</td>
<td>😊</td>
<td>2.290</td>
<td>😊</td>
<td>1.089</td>
<td>😊</td>
<td>0.000</td>
<td>😊</td>
<td>0.000</td>
</tr>
<tr>
<td>😊</td>
<td>4.117</td>
<td>😊</td>
<td>3.544</td>
<td>😊</td>
<td>2.150</td>
<td>😊</td>
<td>1.029</td>
<td>😊</td>
<td>0.000</td>
<td>😊</td>
<td>0.000</td>
</tr>
<tr>
<td>😊</td>
<td>4.100</td>
<td>😊</td>
<td>3.541</td>
<td>😊</td>
<td>2.066</td>
<td>😊</td>
<td>1.022</td>
<td>😊</td>
<td>0.000</td>
<td>😊</td>
<td>0.000</td>
</tr>
<tr>
<td>😊</td>
<td>4.100</td>
<td>😊</td>
<td>3.517</td>
<td>😊</td>
<td>1.697</td>
<td>😊</td>
<td>0.962</td>
<td>😊</td>
<td>0.000</td>
<td>😊</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 2. List of emojis and their scaling values for the negative scale

<table>
<thead>
<tr>
<th>Emoji</th>
<th>Value</th>
<th>Emoji</th>
<th>Value</th>
<th>Emoji</th>
<th>Value</th>
<th>Emoji</th>
<th>Value</th>
<th>Emoji</th>
<th>Value</th>
<th>Emoji</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>😞</td>
<td>2.451</td>
<td>😞</td>
<td>1.577</td>
<td>😞</td>
<td>0.908</td>
<td>😞</td>
<td>0.632</td>
<td>😞</td>
<td>0.503</td>
<td>😞</td>
<td>0.433</td>
</tr>
<tr>
<td>😞</td>
<td>2.299</td>
<td>😞</td>
<td>1.565</td>
<td>😞</td>
<td>0.891</td>
<td>😞</td>
<td>0.612</td>
<td>😞</td>
<td>0.433</td>
<td>😞</td>
<td>0.426</td>
</tr>
<tr>
<td>😞</td>
<td>2.265</td>
<td>😞</td>
<td>1.296</td>
<td>😞</td>
<td>0.879</td>
<td>😞</td>
<td>0.608</td>
<td>😞</td>
<td>0.426</td>
<td>😞</td>
<td>0.425</td>
</tr>
<tr>
<td>😞</td>
<td>2.225</td>
<td>😞</td>
<td>1.255</td>
<td>😞</td>
<td>0.852</td>
<td>😞</td>
<td>0.587</td>
<td>😞</td>
<td>0.425</td>
<td>😞</td>
<td>0.386</td>
</tr>
<tr>
<td>😞</td>
<td>2.223</td>
<td>😞</td>
<td>1.184</td>
<td>😞</td>
<td>0.835</td>
<td>😞</td>
<td>0.584</td>
<td>😞</td>
<td>0.386</td>
<td>😞</td>
<td>0.372</td>
</tr>
<tr>
<td>😞</td>
<td>2.065</td>
<td>😞</td>
<td>1.161</td>
<td>😞</td>
<td>0.702</td>
<td>😞</td>
<td>0.577</td>
<td>😞</td>
<td>0.372</td>
<td>😞</td>
<td>0.364</td>
</tr>
<tr>
<td>😞</td>
<td>1.946</td>
<td>😞</td>
<td>1.155</td>
<td>😞</td>
<td>0.675</td>
<td>😞</td>
<td>0.575</td>
<td>😞</td>
<td>0.364</td>
<td>😞</td>
<td>0.329</td>
</tr>
<tr>
<td>😞</td>
<td>1.782</td>
<td>😞</td>
<td>1.045</td>
<td>😞</td>
<td>0.675</td>
<td>😞</td>
<td>0.545</td>
<td>😞</td>
<td>0.329</td>
<td>😞</td>
<td>0.192</td>
</tr>
<tr>
<td>😞</td>
<td>1.644</td>
<td>😞</td>
<td>0.977</td>
<td>😞</td>
<td>0.662</td>
<td>😞</td>
<td>0.522</td>
<td>😞</td>
<td>0.192</td>
<td>😞</td>
<td>0.000</td>
</tr>
<tr>
<td>😞</td>
<td>1.582</td>
<td>😞</td>
<td>0.950</td>
<td>😞</td>
<td>0.637</td>
<td>😞</td>
<td>0.511</td>
<td>😞</td>
<td>0.000</td>
<td>😞</td>
<td>0.000</td>
</tr>
</tbody>
</table>
4 Conclusions

Clicking on an emoji is nowadays constantly more popular in CMC, but also in a variety of other technological contexts [1, 14, 16, 33]. This study represents a preliminary step within a larger project aiming at reducing the ambiguity in the use of emojis in absence of verbal labels. Through the application of Rasch models [2, 6, 31], we quantified the amount of positive and/or negative valence expressed by a set of emojis of common use. Identifying the valence of emojis with methodologies respecting the properties of the fundamental measurement systems, i.e. being sample-free and item-free [11], is a first phase in the development of an evaluation system formed by emojis. This instrument will include a set of scales formed by emojis representing discrete emotions, to be used in a variety of ways in psychological research as well as in technological learning contexts or for product evaluation purposes.
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Abstract. Focusing on an online survey in psychological research, we evaluated the usability of the device chosen to complete the survey and examined underlying reasons through a usability enquiry method. The participants were 149 undergraduate students who completed a questionnaire for assessing achievement emotions and motivation, with open-ended and closed-ended questions. They also evaluated the usability of the device chosen to complete the survey and reported underlying reasons. We analyzed the data with Generalized Linear Mixed Models. The devices chosen to complete the survey were perceived as highly usable, even if usability was lower for smartphones compared to other devices such as personal computers, notebooks, and tablets. The most relevant reasons regarded characteristics of the tools, followed by those of the tasks and then of users and environments. The findings are discussed taking into account their theoretical and applied relevance for monitoring and improving online psychological assessment.
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1 Introduction

Our era provides an amount of new advantages in terms of production and benefits, but on the other hand it offers new challenges in terms of relationships between humans and the last generation of machines [6]. These relationships concern not only having or not having some tools at work, but also taking into account the complexity of these new machines, beyond considering their wide distribution. In addition, because of their powerful and wide range of functions, they have already occupied almost all aspects of the modern life, especially in the western countries, relating to work, communication, leisure, learning, and research contexts. In this scenario, it appears as intriguing the possibility to use these powerful instruments to gather data, elaborate, and share new knowledge for research purposes [13].
The literature on the relationship between humans and machines [8] distinguished between the concept of ‘accessibility’ and the concept of ‘usability’. Accessibility, in terms of the possibility to have access to tools, concerns the encounter between the person’s functional capacity and the design of the physical environment, and it is mainly objective in nature [8]. Usability refers to the fact that a person can use what s/he needs, and it’s more subjective in nature [8]. Indeed, getting a new tool (e.g., buying it) is different from using it well: Accessibility does not correspond necessarily to usability. In particular, usability refers to human functions, in terms of the feasible and effective possibility to use what people need in everyday life, taking into account all aspects of life tasks and of the surrounding environment, both physical and social [8]. According to the ISO 9241-11, we highlight that usability concerns the effectiveness, the efficiency, and the satisfaction of all kinds of users in the process of achieving their specific goals. On the whole, usability can be thought as depending from a complex range of factors relating to the characteristics of the tool used for a specific task, the user, the task, and the physical and social environment [22].

Usability and usability problems can be assessed with a variety of methods, such as usability testing which concerns peoples’ performance in a task; usability inspection in which the focus is on analytic usability-related elements; or usability enquiry methods, in which the users perform a real task in a work context and are asked questions about their feelings and needs [24]. Many studies proposed classification schemes of usability problems regarding human-computer interaction, useful for both formative and summative evaluation [7]. Also models for feeding back the diagnosed problems within the design process have been proposed [7]. However, scarce attention has been paid to the study of the reasons underlying usability when the task at issue is completing an online survey through multiple devices for the purposes of a psychological research.

1.1 The Present Study

In this study usability was evaluated with reference to the completion of an online survey for assessing learning-related motivation and emotions in a psychological research, through usability enquiry methods [7]. We formulated the following research questions and hypotheses:

1. Does the type of device influence the judgement on the usability of the device itself? We investigated whether characteristics such as screen dimension and being touch-enabled were related to usability. Given that the survey included both open-ended questions, in which the participants were requested to write, and closed-ended questions, in which they had to respond filling small dots on Likert-type scales, we hypothesized devices characterized by larger screen dimension and not being touch-enabled to be evaluated as more usable.

2. Which reasons underlying judgements on usability are salient for common people? We explored whether students’ representation on the salience of different reasons for the usability of the devices was coherent with what is assumed by theoretical psychological models applied to technological contexts [22] which identify four main factors (user, task, tool, and environment). Specifically, we checked whether
the type of reasons changed according to the type of device and whether people reflect more about easiness or difficulty of completing an online survey; finally, we investigated which reason/s is/are more salient.

2 Method

2.1 Participants

The sample included 149 undergraduate students ($M = 21.38$ years, $SD = 5.69$; 84% female) of the University of Verona, in Northern Italy. This research is part of a longitudinal project on emotions and motivation in the university context. All the students signed an informed consent form for voluntary participation.

2.2 Material and Procedure

The data collection was made through an online questionnaire using the Apsym-Survey Software, ApSS [5, 13, 18, 19], a customized version of the open-source project LimeSurvey [21]. After a short presentation of the research, the participants had to log into the electronic platform with their own personal device and complete it. The questionnaire was administered during normal class; however, the students could choose to complete it also in another moment. It lasted about 15 min.

2.2.1 Achievement Emotions and Motivation

We included eight open-ended questions and 130 closed-ended questions pertaining to different scales (i.e., for a total of 130 items to be evaluated on a 7-point Likert scale), focused on achievement emotions and motivation related to university courses [e.g., 4, 14–17].

2.2.2 Type of Device

We asked to the participants which device they had chosen to complete the survey. Type of devices included smartphones, personal computers, notebooks, and tablets.

2.2.3 Usability

We asked to the participants to rate the usability of the used device (i.e., How much demanding has been completing the survey with the device you chose?) on a 7-point Likert scale (1 = not at all, 7 = very much).

2.2.4 Reasons for Usability

We asked two open-ended questions to investigate the reasons underlying usability, focusing on the easiness or the difficulty in completing the survey through the chosen device (i.e., Write one or more reason/s that you think has/have facilitated/impeded the completion of this survey from this device). The coding categories were developed in two ways [20]: inductively [11] and deductively adapting categories from the literature [22]. As a result, we distinguished four categories of types of responses, concerning (a) the user, including reasons related to the individuals, regarding behavioural or
psychological elements; (b) the task, including reasons related to the characteristics of the survey; (c) the tool, including reasons related to the characteristics and the functioning of the device; and (d) the environment, including reasons related to the context in which the task was proposed and the tool was used. Each answer could be coded for more than one category. See Table 1 for examples of answers. A first judge coded all the answers and a second judge independently coded 30% of them for reliability: Cohen’s $k$ was 0.84, indicating a very good agreement. Disagreement were solved through discussion between judges.

Table 1. Examples of answers for type of reasons (user, task, tool, environment) by response focus (easiness, difficulty).

<table>
<thead>
<tr>
<th>Easiness</th>
<th>Difficulty</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>User</strong></td>
<td></td>
</tr>
<tr>
<td>Thinking about my personality</td>
<td>Thinking about future feelings and emotions</td>
</tr>
<tr>
<td>Thinking about university</td>
<td>I’m not sure about my future emotions</td>
</tr>
<tr>
<td>handbooks</td>
<td>Anticipating future moods</td>
</tr>
<tr>
<td>Thinking about university lessons</td>
<td></td>
</tr>
<tr>
<td><strong>Task</strong></td>
<td></td>
</tr>
<tr>
<td>Multiple choice structure of the questions</td>
<td>Repetitive questions</td>
</tr>
<tr>
<td>Comprehensibility of questions</td>
<td>Open-ended questions</td>
</tr>
<tr>
<td>Easy and fast questions</td>
<td>Length of the questionnaire</td>
</tr>
<tr>
<td><strong>Tool</strong></td>
<td></td>
</tr>
<tr>
<td>PC screen dimension enables a</td>
<td>Internet connection was slow</td>
</tr>
<tr>
<td>good view</td>
<td>Reduced screen view</td>
</tr>
<tr>
<td>Touch screen</td>
<td>Low battery</td>
</tr>
<tr>
<td>I write answers quickly</td>
<td></td>
</tr>
<tr>
<td><strong>Environment</strong></td>
<td></td>
</tr>
<tr>
<td>Completing it on the train coming home</td>
<td>It’s difficult to concentrate being around people</td>
</tr>
<tr>
<td>The possibility to complete it</td>
<td>Completing it on the train</td>
</tr>
<tr>
<td>anywhere</td>
<td>The confusion on the train</td>
</tr>
<tr>
<td>I could complete the questionnaire walking</td>
<td></td>
</tr>
</tbody>
</table>

2.3 Analysis Procedure

We ran Generalized Linear Mixed Models (GLMM) using the R-software. We used the lmer/glmer functions in the lme4 package [1]; for examples of applications, see 2, 3]. We performed Mixed Model ANOVA Tables via likelihood ratio tests (afex package) [23]. We utilized Bonferroni correction for post-hoc tests (lsmeans package) [10]. For rating dependent variables, the GLMM used the Gaussian distribution and the identity link-function; for binary dependent variables, it used the binomial distribution and the logit link-function. For rating variables, we reported the Cohen’s $d$ as a measure of effect size, and we calculated the degrees of freedom using the Kenward-Roger correction [9]. For binary variables, we reported the odds ratios ($OR$) as a measure of effect size [12], considering it modest whether $0.60 \leq OR < 1.00$ or $1.00 < OR \leq 1.70$; moderate whether $0.33 \leq OR < 0.60$ or $1.70 < OR \leq 3.00$; and strong whether $OR < 0.33$ or $OR > 3.00$. 
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3 Results and Discussion

3.1 Usability and Type of Device

We conducted a GLMM to explore whether the judgment on usability changed according to the type of device. We considered type of device (smartphone, personal computer, notebook, tablet) as the fixed effect, participants as the random effect, and the judgment on usability as the rating dependent variable. There was a significant effect of type of device, $\chi^2(3) = 19.79, p < .001$. Post-hoc tests indicated that scores on usability were higher (meaning lower usability) for smartphones ($M = 1.73, SE = 0.08$) compared to the other devices, namely personal computers ($M = 1.00, SE = 0.29$; $t(361.4) = 2.51, p = .054, d = 0.27$), notebooks ($M = 1.27, SE = 0.15$; $t(367.5) = 3.08, p = .013, d = 0.32$), and tablets ($M = 0.70, SE = 0.36$; $t(362.63) = 2.83, p = .029, d = 0.30$), which did not differ among them. In sum, our findings indicated that judgements on usability were lower for smartphones versus all the other devices used to complete the online survey.

Given that the judgement on usability was different for smartphones compared to all the other devices, for the following analysis we recoded the category related to type of device into a dichotomous one (i.e., $1 = $ smartphone, $2 =$ other devices).

3.2 Reasons for Usability

Concerning the reasons for usability, we ran a GLMM to explore which was the salience of the different types of reasons underlying the judgement on usability, checking also whether such salience differed according to the type of device and to the easiness/difficulty of completing the online survey. We considered type of device (smartphone, other devices), response focus (easiness, difficulty), and type of reason (user, task, tool, environment) as the fixed effects, participants as the random effect, and the frequency of the four reasons as the dependent binary variable. This analysis revealed significant main effects of response focus, $\chi^2(1) = 77.204, p < .001$, and type of reason, $\chi^2(3) = 306.722, p < .001$. For response focus, post-hoc tests revealed that the mean proportion (expressed in logit scale) of reasons was higher, $z = -4.52, p < .001$, $OR = .36$, for responses on easiness ($M = 0.15, SE = 0.02$) than for responses on difficulty ($M = 0.06, SE = 0.01$). For type of reason, tool-related responses ($M = 0.42, SE = 0.03$) were more salient than task-related responses ($M = 0.20, SE = 0.02; z = 6.82, p < .001, OR = 2.96$). In turn, task-related responses were more salient than both user-related responses ($M = 0.03, SE = 0.01; z = 7.60, p < .001, OR = 9.36$) and environment-related responses ($M = 0.03, SE = 0.01; z = 6.11, p < .001, OR = 8.32$), which did not differ among them.

The effect of type of reason was moderated by two significant two-ways interactions, namely type of device X type of reason, $\chi^2(3) = 17.840, p < .001$, and response focus X type of reason, $\chi^2(3) = 38.771, p < .001$. See Figs. 1a and b for mean proportions and 95% confidence intervals. Figure 1a represents the mean scores related to the type of reasons reported by the participants according to the type of device, contrasting smartphones to all the others; Fig. 1b represents the mean scores related to the type of reasons according to the perceived difficulty of the task. On the one hand, post-
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hoc tests revealed that, for smartphone and for responses focused on easiness, tool-related reasons were more salient than task-related reasons (smartphone: $z = 6.18, p < .001, OR = 2.23$; easiness: $z = 8.70, p < .001, OR = 6.08$), in turn more salient than both user-related reasons (smartphone: $z = 8.07, p < .001, OR = 2.98$; easiness: $z = 5.82, p < .001, OR = 13.99$) and environment-related reasons (smartphone: $z = 7.21, p < .001, OR = 15.96$; easiness: $z = 4.28, p < .001, OR = 3.11$), as emerged commenting the main effect of type of reason. On the other hand, for the other devices, tool-related reasons were more salient than all the other reasons (tool vs. task: $z = 4.71, p < .001, OR = 3.93$; tool vs. user: $z = 6.24, p < .001, OR = 11.53$; tool vs. environment: $z = 5.03, p < .001, OR = 17.06$). For responses focused on difficulty, tool-related reasons were as salient as task-related reasons, and they were both more salient than user-related reasons (tool vs. user: $z = 6.04, p < .001, OR = 9.03$; task vs. user: $z = 4.88, p < .001, OR = 6.27$) and environment-related reasons (tool vs. environment: $z = 5.47, p < .001, OR = 32.11$; task vs. environment: $z = 4.84, p < .001, OR = 22.28$).

To sum up, our findings indicated that the reasons underlying usability were more frequent concerning the easiness rather than the difficulties of completing the online survey. In addition, salience was higher for tool-related reasons compared to the others, and for task-related reasons compared to user and environment-related reasons. However, this difference was moderated by the effect of both type of device and judgement on easiness/difficulty of the task.

4 Conclusions

In this study usability was evaluated with reference to the completion of an online survey for assessing learning-related constructs in a psychological research [8, 13, 22]. First, our findings indicate that for this kind of surveys—specifically, including open-ended questions and closed-ended questions with Likert scale—people perceive smartphones as less usable compared to other devices like personal computers, notebooks, and tablets. Keeping in mind how the different devices are characterized in terms of screen dimension and being touch-enabled, our data suggest that these characteristics would be responsible for people’s perception of usability. In other
words, higher usability was associated to the use of devices with larger screen dimension and not being touch-enabled. In any case, usability was very good for all the types of devices. Future studies could check whether these results generalize to contexts in which, through experimental designs, it is possible to manipulate both characteristics of the devices and characteristics of the surveys, in terms for example of open-ended questions and closed-ended questions with different response scales.

Second, we examined the salience of the reasons underlying the judgement on the usability of multiple devices, an issue largely neglected by current literature. On the whole, people reported more reasons reflecting on factors facilitating rather than impeding the completion of the survey, probably mirroring their positive judgement on usability. Regarding the type of reasons, coded according to theoretical models developed within the educational psychology and applied also to technological contexts [e.g., 22], our findings suggest that people represent as more salient those reasons referred to the tool used to complete the survey—namely, smartphones, personal computers, notebooks, and tablets. In addition, task-related reasons were perceived as more salient than user and environment-related reasons. However, this difference did not emerge whether considering only devices different from smartphones, in line with the results related to our first aim. Finally, it is worth noting that, considering only when people reflect on the difficulties of the survey, tool and task-related reasons appear as having the same salience.

At a theoretical level, our study enables to generalize previous literature, taking into account the user’s perspective in assessing and justifying the usability of a device, supporting the reliability of key dimensions considered within theoretical learning models [e.g., 22] and offering new knowledge on their relevance for common people. In brief, the devices used to complete the online survey at issue were perceived as highly usable, even if usability was lower for smartphones than for other devices. In addition, the most relevant reasons regarded tools and then tasks. Gathering systematically such information within online surveys can be particularly useful at an applied level. In case of longitudinal surveys, for example, such feedbacks can help to monitor the quality of the usability and to improve progressively possible critical aspects. It is worth noting that, according to our participants, the most salient reasons underlying usability—namely, tool and task-related reasons—were also the factors on which it is easier to intervene, compared to individual and environment-related factors.
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Abstract. An ongoing project is described that aims at developing a computer-assisted translation tool in collaborative language learning, using a wiki approach. The technology stack makes extensive use of Mediawiki and relies on a Ubuntu-powered machine. The GUI closely resembles the familiar Wikipedia environment. Its integration in the syllabus of a university English language course is illustrated. The use of online surveys as a support tool is also described.
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1 Introduction

Several methods are employed to teach a second language. The classification proposed in [9] lists the following: audio-lingual; audio-visual; communicative teaching; direct; grammar-translation; task-based. Though translation has often been neglected in English as a foreign language (EFL), it is widely used in foreign language learning process [12,15,19]. Together with text analysis and traditional grammar, translation is at the core of any language learning process, since the link between first and second language is vital to second language learning [9]. In particular, it has been shown that Computer-Assisted Translation (CAT) can be profitably employed in language learning [11]. Computing technologies are progressively being introduced in many language learning methods, shaping the area of Computer-Assisted Language Learning (CALL) [5,14]. A brief history of CALL and its present challenges can be read in [6].
An additional area of interest is Collaborative Learning (CL) [4]. Though CL has an extremely long history and comes in many flavours, and its broad definition as *a situation in which two or more people learn or attempt to learn something together* does not even involve computers [10], it is getting a new impulse from the diffusion of web technologies [8]. In particular, the use of wiki technologies has been mentioned as one of Web 2.0 components that can be used to enhance the learning process [16,17]; its use has been reported in the context of second language learning [20].

Though each of the areas mentioned above has merits by itself, their integration is more than just the sum of the parts, as shown for the mutual benefits of CL and CALL [18], CALL and CAT [11], and CL and CAT [7].

An effort to integrate the three areas of CAT, CL, and CALL is being made with the WALLeT (Wiki Assisted Language Learning and Translation) project at the University of Rome Tor Vergata to develop a non-commercial computer-assisted translation tool, to be used for collaborative language learning. The genesis of the project and its linguistic roots have been described in [1,3].

In this paper, we describe the technological background of the project, and how different technologies are employed to make our tool work in the classroom. We define the CAT tool requirements in Sect. 2 and describe our platform Sect. 3, while its use in the classroom is reported in Sect. 4. Finally, the use of web-based surveys for classroom support is detailed in Sect. 5. Section 6 addresses the technologies employed in the platform.

## 2 CAT Tools: The Requirements

The core of our tool is the CAT platform. Which must possess specific features, functional to the collaborative learning aim. In this section, we briefly state those desirable features and examine the market offer.

The features we wish to have on our CAT platform are the following:

- web based, so that we can easily access it from any machine, without the need for a specific operating system environment;
- open source, so that we can customize it when needed;
- with support for different translation memories (a baseline requirement);
- highly customizable, since we need to allow teachers to assign tasks to students and monitor their progress;
- free or affordable, without periodic fees attached.

We looked at available CAT tools\(^1\). A survey of the translation memory (TM) technology in 2006 [13] showed that the most used TM-based tools were commercial (and rather costly), with the first ranked free tool in the list being OmegaT (http://www.omegat.org), however with just a 10% penetration rate.

---

\(^1\) See, in particular, the Wikipedia page https://en.wikipedia.org/wiki/Computer-assisted_translation#Some_notable_CAT_tools, which lists several widespread CAT tools.
Though things may have changed in the meanwhile, the pie chart reported in Fig. 1, based on the Wikipedia list data, shows us that most tools still need a proprietary license. Unfortunately, no single CAT tool appears to satisfy all the requirements listed above: two - Matecat (http://www.matecat.com) and Memsource (https://www.memsource.com) - are web based, but proprietary.

3 The WALLeT Platform

In this section we describe the WALLeT platform, with a focus on user experience. The technology stack used to build the platform is detailed in Appendix 6.

In Fig. 2 we can see a web page of the current WALLeT platform, reporting all the translation projects carried out on the platform. It closely resembles a Wikipedia page, since both are based on Mediawiki. A wiki is set of structured and interconnected pages; which can be created and edited collaboratively, and provides a versioning system allowing to track the authors of changes and to roll back to the previous version. It is not necessary to use HTML to create/edit a wiki page, since wikis engine like Mediawiki typically use a simplified markup language. In Fig. 3(left) we can see how a page can be edited through a plain text editor, including the text marked using the Mediawiki markup language, also called wikitext. For example, a text is shown in bold if it is surrounded by two apostrophes, italic if three apostrophes are used, and bold italic if there are five apostrophes. Bullet items are preceded by an asterisk, and numbered items by an hash. As we will detail in the next section, the need to use wikitext syntax has to be addressed properly in classroom activities.

The lack of a control panel and, most importantly, an explicit command menu may be a source of confusion for inexperienced users of the Mediawiki platform, which requires the use of the Special Pages (actual Mediawiki pages but employed to modify the platform functions) in most cases. In Fig. 3(right) we can see the
Special Pages page, that list all the special pages (i.e., commands) available to the current user. For example, if we want to give a user administrative rights, we have to go to the Special:UserRights page where we can fill a form with the name of the user we want to promote.

Once a page has been created, it must be marked for translation by an administrator, by selecting the target languages for the translation; a user visiting a page can now see whether the page is available for translation in the selected languages and can start the translation process. The text is divided into fragments, as depicted in Fig. 4. The translation memory is used for suggestions, and the markups in the text are maintained. After the text is translated, the Translate Extension workflow expects a revision of the translation. After the revision, the text is available without warnings to all the users.

4 Integration in Classroom Activities

So far, we have described the general features of WALLeT. The initial effort has been largely devoted to platform development, but we have started experimenting with it rather soon in an actual classroom environment. In this section we report about its inclusion in the syllabus and our first experiences.

The introduction to the platform was carried out by including a module, made of three two-hours sessions, within the English language course. The first session included a lecture and a hands-on activity, while the second and the third one were totally devoted to practice, as detailed below:

1. **First session: introduction to the WALLeT platform.** The first hour lecture was devoted to explaining the platform, with a special focus on the wikitext markup language. In the second hour, the students worked in couples, each couple sharing a computer with a single user account. The students were mostly free to experiment with the insertion of the text to be translated, with tutors available to help them on the spot.
Second session: text insertion and translation. Each couple of students was given a short piece of English text (in electronic format), to be added in the platform and then translated into Italian. A tutor (with administrative rights) was in charge of marking the corresponding page for translation, to be assigned to a different couple of students.

Third session: translation revision. In this lesson, each couple was assigned a translated page to be revised, with each text to be processed by three different couples of students: one to add the text to the platform, one to translate it, and one more to revise it.

What We Learned in this First Experiment. The students engagement was really high. A major spur to use the platform was that the students had fun with it, though we stressed the collaborative flavour and students were made aware of the advantages their work brought for future student colleagues as well.

However, we also found that the WALLeT platform, due to its wiki nature, can be dispersive for students: if they are free to interact they tend to create dozens of low quality pages, with lots of links in it. We addressed this issue by creating a single page (shown in Fig. 2), and each group was asked to create a link to a single page, to insert their assigned text to be translated.

A problem we had to address was the fact that, in Mediawiki, a newly created page defaults to the language of its creator (Italian in our case), so that all the new users in turn defaulted to be Italian. When they created the pages to include the English text, the page was in Italian for the platform: marking it for the translation into Italian, as planned, led to the same page. We found a tricky workaround, but we suggest starting with the right language to keep it simpler.

The help of tutors was invaluable: first of all, they had administrative rights and were in charge of marking the pages for translation. Such a task was not straightforward, and we believed it could be a source of troubles for students. Their help, indeed, was the key to present a simple workflow to students: first,
document editing; second, document translation; third, translation revision. We needed only to teach the students the very basics of the wikitext syntax, and we provided a handy reference sheet for all the most frequent cases. Furthermore, the tutors allowed the students to ask for help in a relaxed way, and thus the overall atmosphere was indeed very positive.

5 The Use of Surveys

After describing the CAT tool that forms the core of the WALLeT platform, we now describe an online survey administration tool that supplements that CAT tool and its role in language learning classes.

We opted to use Google Forms to create and administer online surveys. This tool has been freely available for a while and just requires of the survey administrator to own a Google account. The instructor can invite the whole class to the survey at once by simply providing them with the URL linking the Google Forms page created for the survey (a shortened URL is also available).

Being web-based, the survey is intrinsically multi-platform, bearing no restrictions on the operating system or the device employed by students, and many students take advantage of that, filling in the survey on their smartphone.

The results of the survey are placed on an Excel file, hence easily retrievable by the survey administrator easily processed for statistical analysis.

At present, we are using online surveys for two main purposes: (1) preliminarily assessing students’ language skills; (2) getting feedback on the use of the CAT tool. The two tasks are carried out respectively at the beginning of the course and at regular intervals during the course. The preliminary assessment of language skills allows the course instructor to have an overall view of the class level, by including questions concerning the student’s language experience (e.g., the number of years of study or the specialized domains s/he deals with) and qualifications, as well as a small test, e.g., asking the student to spot errors in a text or extract keywords from it. An example of such a preliminary survey is reported in [2].

Feedback on the CAT tool is needed to orientate the development of the tool and to introduce remedies for the tool’s shortcomings. In particular, we may ask students to express feedback on the GUI, or on the features that the tool offers.

6 The Wiki-Based Platform Technology Stack

In this section, we describe the key components employed in our tool, which builds on technologies that are freely available on the web.

After the evaluation of several options, we decided to base our platform on Mediawiki (https://www.mediawiki.org/), which is the engine powering Wikipedia and complies with our list of requirements, being freely available and open source with a large and active community of developers, in addition to an ever growing list of plug-ins (extensions), which allow to easily add features.
The most important extension of the Mediawiki open source platform for our purposes is undoubtedly the Translate extension (www.mediawiki.org/wiki/Extension:Translate), which supports also translation memories and machine translation with external tools (tmserver, Apertium, Microsoft Translator, Yandex.Translate). The Translate extension is also the core of the translatewiki web-based translation platform (http://translatewiki.net/), supporting the translation of content for open source projects, such as MediaWiki itself and OpenStreetMaps.

**Translation Memories Support.** The Translate Extension of Mediawiki has several options to support Translation Memories: in particular, it can use as its backend the database of the Mediawiki installation, a remote API service, or a dedicated text search platform such as Apache Solr (http://lucene.apache.org/solr/) or ElasticSearch (www.elastic.co/products/elasticsearch), both based on the search engine Apache Lucene (http://lucene.apache.org). A brief comparison of the available backends is shown in Fig. 5.

**The WALLeT Platform Stack.** The technology stack employed in the WALLeT platform is shown in Fig. 6. We run our platform on a machine running Ubuntu 16.04 (the last Long Term Support version), to be updated to 18.04 as soon as it is released. The Mediawiki platform needs a LAMP stack, i.e. Linux Apache MySql and PHP, and thus we currently run Apache 2.4, MySql 5.6, and Php 5.6. On top of the LAMP stack there is the Mediawiki platform. The Translate Extension requires Apache Solr (version 5.5) or ElasticSearch (version 5.6) to support different TMs, and both require Oracle Java Virtual Machine (version 1.8.x, note that other JVM are not fully supported).

![Fig. 5. Backends available to support Translation Memories in Translate Extension](image)

![Fig. 6. The technology stack of the WALLeT platform](image)

### 7 Conclusions

The technology stack behind the experimental WALLeT platform has been illustrated, as well as its use in the classroom. Its features are not found in any single tool among those currently available. The screenshot samples show how the user experience closely resembles the familiar Wikipedia context.
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Abstract. This paper evaluates the use of a text mining tool to support learning of science concepts. The tool, called Sobek, extracts relevant information from unstructured data and represents it visually in a graph. Sobek was used here in an experiment with 36 students in 9th grade who had to learn concepts related to the particulate nature of matter. Students were divided in control (16) and experimental group (20). Students in the experimental group interacted with Sobek after reading a few texts, while the students in the control group carried out the activity in a more traditional way (reading/answering questions). Results from the experiment favored students in the experimental group, which led to the conclusion that Sobek did help students in the learning task.
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1 Introduction

A major challenge in Science Education has been the design of effective instructional material to help students learn science concepts. Since the 1970s researchers have been trying to understand how students’ conceptions can contribute to learning, and how conceptual change takes place [2]. Another challenge in Science Education is the integration of information and communication technology in current educational practices, especially if we consider how technological innovation should be understood and how science, technology and society should be related [8]. In such context, visual tools may be used to help students represent information such as cause and effect, time sequence, concept comparison, problem structuring and solution planning, relating information to central themes [7]. For instance, concept mapping tools have been used to support learning activities [11], enabling students to identify and represent spatial configuration of elements, relative distance between them, contributing to the development of a network of mental representations [18].
This paper proposes as a main objective to evaluate how a particular text-mining tool with graphical representation can support learning of science concepts. The tool, called Sobek [15], is capable of retrieving important information from texts and representing it graphically. These graphical representations, similar to concept maps, allow students to edit and interact with the information provided, giving them the possibility to further reflect about the texts read. The text mining tool Sobek uses a particular mining algorithm based on the n-simple distance graph model, in which vertices represent terms and edges represent adjacency information [17]. An experiment involving 36 students in 9th grade was carried out to evaluate our approach to science concept learning with the support of text mining. We present in the following sections the text mining tool Sobek, and discuss results of its use in the aforementioned experiment.

2 The Text Mining Tool Sobek

Text mining is a process that aims to retrieve relevant information from semi-structured and unstructured data. It is a research field in constant development, mostly due to the increasing amount of information that is continually produced in our digital society. From books to personal blogs and emails, texts often have the need to be classified and examined. The process is usually statistical, sometimes relying on semantic and syntactic information that highlights important or recurrent concepts from a text [5]. There are different approaches to text mining, such as information retrieval, natural language processing, information extraction, text summarization, supervised and unsupervised learning, probabilistic methods, text streams and social media mining, opinion mining and sentiment analysis [1]. Regarding text mining’s fields of application, it has been used in Digital Libraries, in Education and Academic Research, in Life Science, in Social Media and Business Intelligence [21]. In the field of Education, text mining has become more popular especially with the advent of Massive Open Online Courses [20]. Researchers have also evaluated how the mining of student responses from a survey could yield relevant information for management purposes [25], and contrasted the results obtained through the mining of students’ opinions about teacher leadership with those of human raters [24].

In this research, we have used and evaluated Sobek, a text mining tool that has been employed in previous studies in the field of Education. It has been used to help students plan and review their own writings [15]; to assist teachers in the evaluation of students’ essays [9]; to provide support for the evaluation of student participation in discussion forums [3]. Here, our focus has been different in that we were interested in understanding how Sobek could support reading comprehension and help students understand concepts in the field of Science.

2.1 Sobek Operation

Sobek’s operation can be divided into three steps. In the first one, a text T is split into a set of words W, using spaces and punctuation marks as dividers. The set of words W is then condensed in a list of single or compound terms. This process is based on a
statistical method that considers the frequency $\tau$ with which each word is found in the text. When a subset of words $w_n \in W$ is repeated in $W$ (i.e. $w_j$, $w_{j+1}$ and $w_{j+2}$) with a certain frequency, a compound term is formed (e.g. “Global Warming”). At the end of this process, the system returns a set of terms of size $\varepsilon$. Although the number of terms returned can be manually increased by the user, according to Novak and Cañas [12], no more than 25 terms should be necessary to identify the central idea of a text. Based on this assumption, Sobek’s default setting is $\varepsilon = 20$.

Sobek’s second step is to identify relationships between terms. This is done by looking for pairs of terms found together in the same sentence along the text, and with no more than $z$ words between them. A relationship between term $t_i$ and $t_j$ implies that the terms are closely related. This relationship may represent cause and consequence, membership, time sequence, or other.

Sobek’s final step is related to the arrangement of a visual output for the results of the mining process. This is done by creating a graph $G = (V, E)$ in which terms are represented by vertices $V$ and their relationships by edges $E$. Vertices are displayed in green boxes that are larger for the representation of terms with higher frequency in the text. Figure 1 shows a graph obtained from a Wikipedia text about Global warming[^1].

---

selected term is found. In the example of Fig. 1, the term greenhouse was selected. Prefuse API\(^2\) has been used to display the graph in Sobek.

3 Research Methodology

The study presented in this paper is part of a larger set of studies that have been carried out to understand how text mining may be applied to support text comprehension, and in this particular case, learning of concepts related to the particulate nature of matter. Thirty-six students in 9th grade participated in the study. Sixteen students formed the control group (10 girls, 6 boys), while twenty others formed the experimental group (6 girls, 14 boys). The control group used a more traditional approach in which students had to read a given text and then answer a questionnaire about it as part of the learning task. As for the experimental group, their learning activity was based on the following steps:

a. Read the text
b. Use Sobek to extract a graph from the text
c. Analyze the graph and highlight the terms shown that are indeed important
d. Analyze connections between terms, trying to interpret their meaning
e. Edit the graph to remove unnecessary nodes and connections
f. Add relevant terms that appeared in the text but not in the graph
g. Make new connections that seem to be relevant and try to interpret their meaning

Students of the control and experimental groups were given a pretest about the topic particulate nature of matter [13] to evaluate what they knew before the learning activities. The experiments were based on the use of refutational texts, which are characterized by initially evoking alternative conceptions of scientific models, then refuting these conceptions explicitly. It has been shown that refutational texts are one of the most effective strategies in promoting changes in students’ conceptual frameworks [6]. The contents of the refutational texts used in the experiments were selected taking into account their availability and curriculum adequacy. The four texts selected, provided by Özmen [13], questioned the misconceptions related to microscopic and macroscopic properties of matter in solid, liquid and gas due to variables such as cooling, heating, pressure application and phase changes. Concepts analyzed were related to the change of molecule sizes, change of space between molecules and change in number of molecules. The tests used in the experiment were adaptations of the instruments published in [13, 14]. For this analysis, different criteria were established as conceptual learning evidence based on previous research about concept learning [10, 23].

Students’ pretest results were evaluated using the t-test to determine whether there was any difference between the scores of the experimental and the control group. No significant difference was found (p = 0.6010), which meant that the groups were homogeneous regarding their previous knowledge about the particulate nature of matter. During two weeks (2 h per week), students from the control group worked on
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the topic using a traditional reading/questionnaire answering approach, while the experimental group worked with Sobek and the given reading strategy. Although students were very autonomous in their use of Sobek in the concept learning activity, their teacher did supervise their work. Two weeks later, the students from both groups were given the exact same test given previously (pretest). Two months later, the students were given a late posttest. Table 1 shows the results obtained in all tests. To compare the performance achieved by students in the tests before and after the intervention, a gain test was used [19]. From the individual scores of the students, three measures were obtained: GAIN1 representing the difference between immediate posttest and pretest scores; GAIN2 representing the difference between late posttest and immediate posttest; GAIN3 representing the difference between late posttest and pretest. The gain values were compared using the Mann-Whitney U test. A significantly higher gain was found for students in the experimental group, considering the pretest and the immediate posttest (GAIN1, U = 223; p < 0.05).

Table 1. Pre-and post-test results

<table>
<thead>
<tr>
<th></th>
<th>Average</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control group (16 students)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretest</td>
<td>0.2351</td>
<td>0.0589</td>
</tr>
<tr>
<td>Immediate posttest</td>
<td>0.3051</td>
<td>0.1526</td>
</tr>
<tr>
<td>Late posttest</td>
<td>0.3080</td>
<td>0.1451</td>
</tr>
<tr>
<td>Experimental group (20 students)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretest</td>
<td>0.2452</td>
<td>0.0558</td>
</tr>
<tr>
<td>Immediate posttest</td>
<td>0.4571</td>
<td>0.2312</td>
</tr>
<tr>
<td>Late posttest</td>
<td>0.4250</td>
<td>0.2527</td>
</tr>
</tbody>
</table>

Table 2 shows the average of scores for each question of the Transformation of Matter Statement Test [14], according to their Alternative Conception.

Table 2. Pre-and post-test results for each alternative conceptions

<table>
<thead>
<tr>
<th>Alternative conception</th>
<th>Question number</th>
<th>Pretest</th>
<th></th>
<th>Immediate posttest</th>
<th></th>
<th>Late posttest</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(N = 16)</td>
<td>(N = 20)</td>
<td>(N = 16)</td>
<td>(N = 20)</td>
<td>(N = 16)</td>
<td>(N = 20)</td>
</tr>
<tr>
<td>AC1: Change of molecule size</td>
<td>q1</td>
<td>0.06</td>
<td>0.3</td>
<td>0.31</td>
<td>0.75</td>
<td>0.13</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>q5</td>
<td>0.56</td>
<td>0.15</td>
<td>0.25</td>
<td>0.5</td>
<td>0.5</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>q9</td>
<td>0.13</td>
<td>0.1</td>
<td>0.19</td>
<td>0.3</td>
<td>0.25</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>q13</td>
<td>0.19</td>
<td>0.25</td>
<td>0.19</td>
<td>0.35</td>
<td>0.38</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>q17</td>
<td>0.19</td>
<td>0.25</td>
<td>0.19</td>
<td>0.55</td>
<td>0.19</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>q21</td>
<td>0.19</td>
<td>0.15</td>
<td>0.06</td>
<td>0.45</td>
<td>0.31</td>
<td>0.55</td>
</tr>
<tr>
<td>AC2: Change of space between molecules</td>
<td>q2</td>
<td>0.69</td>
<td>0.4</td>
<td>0.44</td>
<td>0.75</td>
<td>0.38</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>q6</td>
<td>0.5</td>
<td>0.55</td>
<td>0.31</td>
<td>0.75</td>
<td>0.25</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>q10</td>
<td>0.5</td>
<td>0.45</td>
<td>0.38</td>
<td>0.75</td>
<td>0.44</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>q14</td>
<td>0.25</td>
<td>0.35</td>
<td>0.31</td>
<td>0.55</td>
<td>0.38</td>
<td>0.6</td>
</tr>
</tbody>
</table>

(continued)
No significant differences were found for the sub-scores computed for each Alternative Conception. Still, when looking for trends regarding the distribution of frequencies for the questions for each alternative conception, some interesting results were identified. For instance, the control group’s answers to some questions (q2, q6 and q10) related to the space between particles of the Transformation of Matter Statement Test [14] showed a decrease in the number of correct answers between pretest and posttests:

- “When a solid is melted, the space between the particles…”
- “When a liquid is frozen, the space between the particles…”
- “When a liquid is vaporized, the space between the particles…”

In the case of the experimental group, there was an increase in score for the three questions, reaching 0.70 of correct answers in the late posttest of question q2, for example. An open question was also added to the test: “Is there (or is there not) any space between the particles forming a substance when it is solid?” [13]. Results show a certain effectiveness of the experimental intervention. While the control group had an error rate of 37.5% in the immediate posttest and 43.75% in the late posttest, the experimental group showed an error rate of 30% in the immediate posttest and 15% in the late posttest. Although the control group also reduced their error percentage in more than 50% between the pretest and the immediate posttest, this trend was not observed in the delayed posttest. The experimental group, however, was able to maintain a 50% error reduction in the delayed posttest. The hypothesis that supports such results is that the visualization and manipulation of Sobek’s graphs by the students was a good instructional strategy to give learners the opportunity to further reflect about the text they had to read. The visual representation provided by Sobek as a result of the mining process is similar to that of concept maps and other graphic organizers. As it has already been shown in conceptual mapping research, getting the students to focus on the understanding of concepts and their relationships is an effective approach to learning [12, 16].

Table 2. (continued)

<table>
<thead>
<tr>
<th>Alternative conception</th>
<th>Question number</th>
<th>Pretest</th>
<th>Immediate posttest</th>
<th>Late posttest</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC3: Change in the number of molecules</td>
<td>q4</td>
<td>0.25</td>
<td>0.2</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>q8</td>
<td>0.56</td>
<td>0.5</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td>q12</td>
<td>0.31</td>
<td>0.25</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>q16</td>
<td>0.44</td>
<td>0.25</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>q20</td>
<td>0.38</td>
<td>0.05</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>q24</td>
<td>0.38</td>
<td>0.2</td>
<td>0.38</td>
</tr>
</tbody>
</table>
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4 Discussion of Results and Limitations

The particulate nature of matter is considered as an important topic for the understanding of scientific phenomena. Some researchers argue that introducing this concept in early stages in school life is a powerful strategy to give students the ability to visualize different phenomena at the molecular level [6]. Building, rebuilding and refining concept representations is considered essential for the construction of scientific knowledge [22]. Results in this particular experiment showed that Sobek’s capacity to highlight relevant information and allow students to actively interact with mining results (e.g. manipulating visualization features, adding/removing information) is a promising approach to the use of text mining techniques to support learning. However, some limitations are important to be discussed. Some alternative conceptions mentioned in the original study were not present in the pretest, but did appear in the immediate and late posttests. In future studies it would be important to analyze students’ text comprehension after reading the proposed materials, as it is not clear whether sometimes students did understand what was explained in the original texts, which could also explain the low scores obtained in the posttests.

Another aspect important to mention is that, as stated earlier, this study has been part of a larger group of studies to evaluate the use of Sobek in reading comprehension and concept learning tasks. Another similar experiment has been carried out to teach students about the topic energy, using the original material provided in [4]. In this case, however, less conclusive results were obtained, possibly because of strong misconceptions that students already carried about differences between energy, strength and matter. Another limitation refers to the duration of the interventions (2 weeks), which can be considered short because of the complexity of the concepts addressed. Such results demonstrate the need for further research to enable us to identify more clearly in which situations our approach to science concept learning can be more (or less) profitable.

5 Conclusion

This article presented an evaluation of a particular approach to concept learning in science using a strategy based on refutational texts and text mining. Results from an experiment involving 36 students demonstrated the tool’s potential to assist students in their learning task, showing a statistically significant gain for students that used the tool in their learning experience in comparison with the ones that did not. The learning strategy proposed here is based on the use of domain knowledge mined automatically from a text provided by the teacher. The learning sequence after this step is focused on getting the student to further reflect about what they read, using the knowledge extracted from the text as a main guideline. A future possibility we envision is to use Sobek together with self-regulated learning strategies to help students in their learning activities. Further studies are also needed to help us determine more precisely in which contexts the use of Sobek can be more advantageous.

Learning from text reading is an extremely important skill for independent and autonomous learning [4]. This research has tried to provide evidence on how a
technological tool can support this task, providing some hints on how different graphical representations may help students learn new concepts. For future work, we are also trying to understand how students may benefit from the use of Sobek when tutoring/teaching other students about scientific concepts.
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Abstract. The use of advanced Information and Communications Technology (ICT) is becoming really important in teaching-learning activities. This is especially relevant within the field of engineering where many teachers are beginning to use sophisticated virtual laboratories (VL) and computer applications in the classroom. Indeed, results of many teaching experiences validate the usefulness of such virtual tools due to their high efficiency in the teaching-learning process. However, some of the ICT tools and applications used in engineering education are becoming excessively complex and require extensive training to use them, which may be even more difficult than the knowledge they wish to teach. This communication deals with the development of new teaching technologies used in Materials Science and Engineering, specifically a VL based on the step-by-step performance of a Rockwell hardness testing machine. To achieve this goal, a realistic 3D scenario based on non-immersive virtual reality design –similar to the usual videogame environments – is used to increase students’ motivation regarding the study of hardness testing of metals. Like any virtual tool which begins to be used, some changes or potential areas of improvement will arise when applied in the classroom during the subsequent years. Any improvement should take into account students’ opinions and also consider that a virtual tool must be implemented within an appropriate teaching methodology with an educational aim.
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1 Introduction

The use of virtual laboratories (VL) –normally designed with virtual reality technology – is taking a greater relevance every day in university education. The numerous teaching experiences that have been published in the last decade suggest that the progress of this line of work is spreading incessantly, especially in engineering degrees [1, 2]. This is mainly due to the fact that the machinery used in engineering degrees is usually very delicate and/or expensive [3–5], or that the university itself does not have these facilities and, consequently, the teacher is limited to develop the practical classes of his/her subject.
This way, there are many examples of VL certainly advantageous in the teaching-learning process in engineering because they help instructors to: (i) reduce the costs of practices [3–6]; (ii) make the most of the space available around a machine so that all students receive adequate training in a mass class [7, 48–51]; (iii) avoid problems or accidents, e.g. due to X-ray radiation [8, 9], due to risky chemical experiments [10], etc.; (iv) show the theoretical content in an interactive and effective way before executing the practical content in a real essay [11]; etc. All these advantages justify the use of technology enhanced learning (TEL) tools in engineering education [12, 15–47].

This paper is structured as follows: in the next section, the proposed VL is described, both its design, development and functionalities and user workflow. Sections 3 and 4 include the discussion and conclusions.

2 Proposed Virtual Lab

The main objective of this VL is to familiarize the student with the use of a Rockwell durometer before doing the practical class in the real laboratory of his university. The teaching-learning process try to become as simple and clear as possible, avoiding complex procedures that are difficult to understand.

In the development, the usual workflow is used in the creation of an interactive application and it is summarized in the following diagram (Fig. 1):

![Workflow diagram](image)

**Fig. 1.** Workflow in the creation of an interactive application.

In the previous analysis, the behavior of the user of the application as well as the environment and its interactions with it are determined. The design determines the educational and technical needs that must be met.

In this case, it has been designed to meet the following requirements: (i) simulate a realistic room in lighting and materials, similar to a university laboratory, (ii) show a realistic and detailed appearance of the durometer, (iii) explain the step-by-step management of the durometer, requiring real-time student interaction, (iv) program very simple controls and (v) present a final exercise to perform the hardness reading.

The professors of the materials engineering courses do the evaluation and improvement processes until the final application is achieved.
2.1 Development

The VL presented in this article presents a laboratory equipped with a durometer in which the Rockwell hardness measuring process of two specimens is simulated, one in scale RH-B (with ball indenter of diameter 1/16” and 150 kg load) and another in scale RH-C (with diamond indenter and 100 kg load). The durometer used as reference is of the CENTAUR brand and corresponds to the RB2 model.

The durometer and the room that contains it have been modeled using real objects as a reference and with special attention to the detail of the durometer and the elements that make it up. Autodesk 3D Studio Max [13] has been selected for modeling, mainly due to the versatility and the large amount of documentation that exists in this software. In addition, Autodesk 3D Studio Max does not require the payment of licenses if it is used for purely educational purposes.

On the other hand, the programming of the VL has been done using Unreal Engine 4 [14], which allows programming without the need to type code and see in real time what is being done. This programming engine is widely used in the commercial creation of videogames [14] and its license is free if it is not used for profit.

The VL created has the appearance of a video game type “shooter” in first person, which allows to explore with complete freedom the interior of the laboratory through the use of the computer keyboard and mouse. Also, this VL promotes the technical knowledge of this type of durometer and its accessories since it allows to visualize it from any point of view and execute a real-time test. Figure 2 shows a general view of the VL, in which the Rockwell durometer is seen in the center of the image.

![Fig. 2. General view of the virtual laboratory.](image_url)
2.2 User Workflow

The use of this VL involves several stages of action on the part of the student:

- **Free exploration of the laboratory and the durometer**: this helps the student to become familiar with the laboratory and the real machinery, and the VL recreates a reliable academic environment.
- **Start-up of the durometer and selection of the Rockwell scale to execute in the test**: the student must select the scale RH-B or RH-C to execute according to the properties of the material tested.
- **Step by step guide to perform the test**: the VL proposes a sequence of the different phases that must be done to perform a Rockwell test, favoring the student to be aware of each step of the process, e.g. he must press a key to place the specimen, another key to apply the load (Fig. 3), etc. Thus, the VL has been designed to guide the student and ensure a good result in the teaching-learning process.
- **Reading the value of the hardness of the material**: the student must know how to read the quantitative Rockwell hardness measurement from the results shown on the virtual durometer screen (Fig. 4).
- **Answer to the final question**: students must choose, between four possible options defining the hardness of the test executed, which is the correct one (Fig. 4).

![Fig. 3. Step-by-step sequence example: instruction to apply the main load.](image1)

![Fig. 4. Final exercise asking to select the correct hardness value](image2)

3 Discussion

From the point of view of the freedom of interaction with the virtual environment created in the VL, there can be multiple levels, ranging from an open world -with total freedom of action and displacement-, to a directed world -restricted to certain actions and movements-. When starting the process of designing a VL, it is necessary to decide on the most appropriate grade of interaction to achieve the learning objectives, deciding if an open or directed world is of interest.

In this way, in the case of mechanical tests that have a well-defined use procedure, it is advisable to limit the user’s freedom of choice by means of a step-by-step design, i.e. the user is obliged to follow each step of the test execution process. This helps the user (student) is at all times aware of the execution process and quickly and correctly
assimilate the steps to follow in the use of a machine. Thus, it can be said that in the directed design the application itself (VL) acts as an instructor in the teaching-learning process. This design is opposed to the open world in which the freedom of action can hinder the concentration of the user in the process that is intended to teach.

Taking into account the step-by-step design, the VL presented in this communication plays short animations that correspond to the different actions that have to be carried out to perform a hardness test, specifically the Rockwell one. Before carrying out each of these actions, the student must read the instructions indicated in the VL. Sometimes the next action is executed at the only possibility of pressing a button (on screen or keyboard), but in others the student must choose between several buttons to execute the next action. This process helps to capture and maintain the student’s attention in the test that is running.

4 Conclusions

The VL presented in this paper is a useful tool both for the engineering student, who when using it is familiarized with the process of performing a Rockwell hardness test before seeing it in a real laboratory, as well as for the professor, who you can use in your master classes as a replacement for videos or slides.

The step-by-step design is the most appropriate from an educational point of view in cases similar to the exposed in this communication, i.e. a process consisting of several stages.
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Abstract. Software has become the keystone in many firms, regardless of the particular sector a company belongs to. Apart from bearing the greater part of the business value of the organisation, software makes it possible to leverage a radical digitalisation of many companies, even for those with a business model that is not IT-intensive. That makes it vital for firms have the capacity to establish mechanisms that enable information system quality to be assured. This has to be done if the systems themselves are to inspire trust and confidence. The auditing of the information systems gathers, groups and assesses evidence with which to judge whether an information system safe-guards assets, maintains the integrity of data, carries out the goals of the organisation effectively, and uses its resources efficiently. This paper presents a teaching experience carried out in the sphere of information system auditing, using a project-based approach. This strategy allows students to have an immersion experience in a fictitious company. They simulate a situation in which they are working for the firm’s IT department, establishing internal controls which they later audit. It has been shown that this approach enables students to acquire higher-level competences and skills, while also allowing them to assimilate the contents of the subject more fully.
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1 Introduction

Over recent decades, software has been growing exponentially. It used to be located in huge computing machines, but now forms part of practically all productive sectors, and it is to be found in any device of our everyday life. In banking, insurance, transport, and the food industry, as well as in education, medicine, sport, leisure, etc.: we don’t need much time to think of where software is present. From almost the moment we get out of bed each morning, until we get back into it again at night, we use software, and this inevitably leads us to think about what an important role it plays in our lives. Seeing its significance encourages us to think carefully about how vital it is for the information systems based on that software to be managed and audited in the right way. If we focus
on the business sphere, software has become a keystone, sustaining the main weight of the business value of organizations, and it is a pivotal feature in the support needed for digital transformation. We thus see, for instance, that companies need software to work within the response time demanded by the market, and that they use software to produce higher-quality goods. They also employ software to store all the information about their business and use it to carry out analyses of their data, as well as of the market, making predictions that will enable them to position themselves in the future.

One of the aspects that is vital for organisations at the present time, in the light of all we have just remarked, is that they should be able to trust those software-based information systems (IS) which support all of their work. One of the main tools that monitor all this is auditing. IS auditing is the process of gathering, grouping and assessing assets; it maintains data integrity, carries out the goals of the organisation effectively, and uses resources efficiently [1]. It should be added here that the importance of auditing is such that, according to the latest survey carried out by the ISO [2], a total of 1,106,356 valid certificates were reported for ISO 9001 (including 80,596 issued to the 2015 version) an increase of 7% on last year. ISO and IEC’s standard for information security, ISO/IEC 27001 experience the same annual growth of 20% annual increase as last year to 33,290 certificates worldwide. That certification helps organisations to protect and reinforce their IS, allowing them to prove that they have implemented a set of controls that are good enough to assure confidentiality, integrity and availability of their IS.

Taking all of the above into account, IS auditing is currently a field that is attracting a great deal of interest at a business level. This has meant that those university subjects whose task it is to give instruction in this area have become especially significant in degree courses such as Computer Engineering.

This paper presents a teaching experience in the area of IS Auditing; the pedagogical strategy followed was a Project-Based Learning method (PBL) [3]. This methodology created a simulation in which the students were employees of a fictitious company; their task was to specify and establish internal controls, and then audit these at a later point in time.

The remainder of the paper is structured as follows: Sect. 2 presents the most significant international curricula related to IS Auditing. Section 3 provides a description of the teaching experience carried out by the authors in the field under study. Proposals for improvement on teaching in the field of IS auditing are set out in Sect. 4. Lastly, Sect. 5 gives a summary of the conclusions reached.

2 International Curricula

There are international teaching curricula providing guidelines on contents, competences and skills that should be taught on the different Information Technology degrees.

- ACM. The ACM (Association for Computing Machinery) [4] provides a series of 5 curricula for the degrees of (i) Computer Engineering, (ii) Computational Science (iii) Information Systems, (iv) Information Technology and (v) Software Engineering. In this series, the teaching curriculum that deals with information system
The teaching experience on which the present approach has been developed takes in a period of 10 years in the subjects of “Informatics System Auditing” and “Auditing of Information Systems” (in the study programme of Computer Engineering and the
syllabus of the degree in Computer Engineering) in the Computer Science Faculty of the University of Castilla-La Mancha in Ciudad Real Escuela Superior de Informática de Ciudad Real (Universidad de Castilla-La Mancha, UCLM). It also includes a time of teaching in a variety of Masters courses and post-graduate degrees where lectures were (or are) given on subjects about auditing, security and IT Governance. Some of the authors also have experience in rolling out innovative teaching initiatives related to the field of security, which is an area that has much in common with that of auditing [1].

3.1 Precedents

Traditionally, many subjects have been rather theory-based, and it has been difficult to give them a practical focus for the students. They often felt that, far from learning anything, they were trapped in a learning process that had become tedious and routine, since it concentrated mostly on the subject-matter. This view of the subjects on the students’ part produces a lack of motivation, damaging the learning mechanisms that enable them to understand and properly take in the competences, skills, and contents. As far as information system auditing is concerned, the first experiences of the authors showed that, although the subjects did include theory-practice assignments, these were just a mere application of the large amount of theoretical content that was being taught. It was thus observed that the simple learning of subject-matter provided no real challenge to the students, apart from their just following the procedures set out for carrying out audits (established by the ISACA). The way of teaching a subject that is essentially more theory-based and difficult to apply in a controlled environment demanded an adaptation of the pedagogical approach. It is not only a matter of adapting the syllabus; the students themselves have to modify their concerns and their learning needs.

3.2 Current Methodology and Teaching Goals

As pointed out above, the learning process is directly related to the ability to “excite” and engage the students, which in turn leads to those individuals being highly-motivated, turning them into the main actor in the development of the subject. The basis of the pedagogical plan that is presented below is “project-based learning” (PBL) [3], where the student, finds out what tools and knowledge they need at any given time, and look for ways to acquire them to solve a problem (project). The current pedagogical programme has been designed for the subject of “Information System Auditing”, a subject in the Degree in Computer Engineering in the UCLM. The main goal of this subject is to provide students with the knowledge and the tools necessary for the development of IT audits in IS. This main objective can be broken down into two sub-objectives:

- Understand the context of IT in the organisations, as well as the control mechanisms that these bodies establish for themselves to ensure that they align well with the business goals (i.e., how the organisations create Internal Control – IC from now on).
- Identify and apply IT auditing techniques and tools for the assessment of the control mechanisms which organisations create around their IT (IC auditing of the organisations).
3.3 Sequence of Activities

With this break-down of the main goal, it is obvious that this objective contains an implicit need to have solid knowledge about the structure and development of the IC that must later be audited. Teaching this subject therefore takes place as follows.

1. **Creation of a firm in the IT field.** On the first day of class, the students receive a message telling them that they have been hired as members of the IT department of an organisation. These members of this organisation are divided into sub-groups. The new “professionals” are informed of the working scope of the organisation as well as of how importance they will be as a department that will establish the entire technological infrastructure.

2. **Training period.** The new members of the company go through a time of training, in which the students are given enough instruction in the subject-matter to begin the work on their own. The training period presents concepts such as the basic aspects of auditing and internal control. The pupils are divided into sub-groups of 3–5 members. Each one of these groups is given one or two high-level goals to work with.

3. **Configuration of the technological infrastructure of the company.** After this training period, each group must decide what technological infrastructure their organisation will have. To that end, the groups analyse the business goals and, depending on what these are, they will choose a set of IT technologies and infrastructures that they consider necessary to carry out the business objectives assigned to them. They will thus decide on a final set of IT resources that will work in the organisation.

4. **Development of the internal control.** Once the common technological infrastructure for the organisation has been decided, each group, bearing in mind the business goals of their firm, will develop a part of the IC that enables all those risks that are related to IT and the business goals to be kept under control. This is one of the points where the groups will face the issue of how to identify risks, how to develop mechanisms of control, and how to align this IC with the business objectives. At this point, the teachers will support students by means of brief instructions given in master-classes and “knowledge pills”. The students will thus learn to handle COBIT\(^1\) (Control Objectives for Information and related Technology), on their own. In this point, students must face the challenge of designing specific IC to lessen the risks. They have not yet received any training on how to do this, and they will have to resolve the problem by using different means, consulting reports and documents, all of which the group will look for on their own. As the IC structure may vary a great deal, the groups will work autonomously to figure out a general IC structure. This will be reported back to the other groups in later feedback, so that a uniform control pattern may be agreed on. Once the IC development of each group has been finished, all the risks related to the technological infrastructure will have been dealt with.

---

\(^1\) [http://www.isaca.org/Knowledge-Center/COBIT/Pages/Overview.aspx](http://www.isaca.org/Knowledge-Center/COBIT/Pages/Overview.aspx) - COBIT is an auditing guide _par excellence_, used by IT auditors in their profession.
5. **Development of the audit of the internal control.** Having played the role of IT professionals who have developed IC in a company in the IT field, the groups now radically change their role, to tackle the second objective mentioned at the beginning of this section. This is to acquire the skills and tools of an IT auditor. At this point, each one of the work groups should audit the IC that another group has carried out at an earlier stage. The work groups must learn the IT auditing process. To do so, the students analyse the documentation of the ISACA\(^2\) and especially of the CISA\(^3\) certification, where each particular team learns what the standard process of IT auditing is that they should adapt to the specific IC they have to audit. In addition, the work groups should now become familiar with the “Auditing Standards and Guidelines” (maintain the evidence, audit reports development, etc.). They also learn to use COBIT (or other guides) to identify “those aspects that should be covered” in the IC being studied. This task ends with the development of an audit report which will comply with ISACA’s “Auditing Guidelines and Standards”.

### 3.4 Assessment and Comparison of Results

The assessment of the subject establishes three important landmarks: (i) assessment of the IC, which teachers evaluate using a well-known rubric; (ii) assessment of the Auditing Report by using also a rubric, the audits are evaluated by identifying such aspects as what the audit covers, and the rigorous of the process; and (iii) part of the marks corresponds to a final exam which the students must pass. In this there is an assessment of theory and of practical cases where the students must act as auditors and choose the best option. Alternatively, students can pass some smaller exams in a multiple-choice test format that aim for the students to feel motivated to keep content up-to-date, monitoring how the subject is going.

The work method presented has been applied over the last three academic years, so that with that perspective at least 3 conclusions may be drawn following the comparison of results between the current methodology and previous teaching experience:

- The percentage of students passing in this subject is very similar to that obtained in previous editions, before PBL and the simulation of a “real” audit were used.
- There is greater complexity in the tests. We can thus conclude that the students are acquiring not only broader knowledge, but also greater skills in the IS auditing field.
- The questionnaires, filled in anonymously, show a high level of satisfaction about class dynamics. Delegating part of the learning process to the pupil (as per PBL philosophy), and reducing master classes to a minimum, allows students to be the protagonists, with their process of discovery and research also being at the centre.

---
\(^3\) [https://www.isaca.org/CHAPTERS7/MADRID/CERTIFICATION/Pages/Page1.aspx](https://www.isaca.org/CHAPTERS7/MADRID/CERTIFICATION/Pages/Page1.aspx).
4 Lessons Learnt and Improvement Proposals

When we talk about teaching, we always have to consider the most important asset we have. We refer to the human factor, namely our students. They matter more than methodologies, learning tools, study programmes and syllabi.

Thanks to the wide experience that our teaching staff has accrued in the subject of Information System Auditing (and other similar subjects), something has been proven. It is that the most important factor when improving the level of acceptance on the part of the students, has been the involvement of the student him/herself in the learning process by simulating a real setting or one that is similar to a current industrial setting.

This simulation made the student feel that the overall direction and efficacy of the IT in “their organization” depended on a proper functioning of the profession (both as a member of an IT department and as a member of the group of auditors). The degree of commitment on the part of the students, along with the greater amount of knowledge acquired, has led to a positive response in the learning process. This meant that not only was the subject-matter learnt; this learning went on to form an integral part of their professional skills, consolidating what was acquired as regards knowledge and skills.

The evolution proposed to address the subject was due to an increasingly demanding experience, rather than being limited to working within the classic paradigm.

As was remarked at the beginning of this article, software and IT quality is one of the main aspects to bear in mind when there is an intention to achieve excellence in organisations. The IT that serves as a “catalyst” in reaching the business goals have developed a host of quality standards related to quality, services, security, etc., all of which are put into effect in the form of quality management systems; these are control mechanisms that in the end go on to form part of the IC of the companies involved. The scope of the development and auditing of the IC, is completely determined by the guidelines and standards of the ISACA. Nevertheless, an auditor who is carrying out his or her professional role has also to face with the compliance with standards such as ISO 20000, ISO 27000, etc. (as an external auditor of the Certification body AENOR). One of the paths to improvement of this present proposal therefore aims to include the certification mechanisms of standards related to IT, giving the students also an even closer view of how the profession of IT auditor works in our present-day world.

It must also be stated that, from the point of view of the international curricula that were analysed, the topic of the technological auditing of software products and projects is dealt with very superficially in the subject. Yet, as the ISACA curriculum demonstrates, these topics are indeed significant. That curriculum contains the topic blocks of “Acquisition, Development and Implementation of Information Systems, along with “Operation, Sustainability and Support of Information systems; these make up 40% of the total curriculum. As a proposal for additional improvement, therefore, there will be the addition of an auditing of a software project, which will be carried out in the context simulated context. In this way, the students will have to carry out the audit on software project management and the underlying software product that is being developed.
5 Conclusions

Over the passing of time, IT has become a catalyst in organisations allowing them to reach their business goals. New technologies, nonetheless, do not only provide benefits. The job of IT auditors is to be able to analyse IS, so that they can assess the performance of the IC in organisations to ensure quality, security and IT governance. It is in this context that the figure of the IT auditor takes on an extra role: their task is also to be an active agent in assessing the proper implementation and certification of the main quality standards related to IT. With all these issues in mind, this paper presents a methodological proposal (underpinned by more than a decade of experience of the teachers) for the teaching of IT auditing, turning students into active subjects in the learning process, discovering the contents, tools and skills, and then putting them into practice. All of these contents and skills, far from being dealt with in a purely theoretical way, are now tackled in a way that is practical and dynamic, simulating a real setting where the student faces decisions similar to those they might find in a real company.

The experience has demonstrated that this method of approaching the subject in question gives the students a competitive edge, not only improving their learning process, but also preparing them for the real world where change is constant, in the ever-evolving realm of IT.
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Abstract. We investigated the efficacy of using the eXtreme Apprenticeship (XA) methodology for teaching programming courses at the university by considering an often-neglected aspect: students’ achievement emotions in XA tasks. We involved 53 university students who participated in a XA-based programming course. We assessed students’ performance in the course, their achievement emotions and self-efficacy. Key results of the study are presented in the paper. Students with a higher compliance towards the course performed better and were characterised by less intense anxiety, anger, and hopelessness compared to those with a lower compliance. Among achievement emotions, only shame mediated the relation between self-efficacy and performance. Such findings are discussed in terms of their theoretical and applied relevance.
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1 Introduction

The methodology considered in this paper is eXtreme Apprenticeship (XA). It was introduced at the University of Helsinki as a new educational approach in introductory programming courses at the Bachelor level [22]. XA itself is based on the Cognitive Apprenticeship (CA) approach, that is, on learning a task as apprentices, by observing how a master performs it and gaining feedback. XA puts even stronger emphasis on learners and the entire process of learning: learners acquire a new cognitive skill, such as programming, by doing many small exercises, under the guidance of ‘masters’ available to give students on-demand feedback. More specifically, XA is based on the two following principles: (a) learning by doing, that is learning through many weekly mandatory exercises, chunked and organised in coherent sets of progressive difficulty, each coming with clear achievement goals; and (b) formative assessment, carried out through continuous bidirectional feedback between teachers and students.
Whereas the literature has investigated different aspects associated to students’ performances and motivations with XA in programming courses, it has not considered emotional aspects associated to learning of programming with XA. Therefore, the general aim of the study presented in this paper is to investigate the efficacy of using the XA methodology for teaching programming courses at the Bachelor level at university, in terms of both students’ performance and so-called achievement emotions, taking into account the compliance with which the students adhered to the methodology itself [12].

1.1 Background

Activities on XA have been conducted in Bolzano in different high schools but mainly at the Free University of Bozen-Bolzano (Unibz) in the Operating Systems (OS) course, dealing with Bash programming at the Bachelor level. With respect to environments used in teaching other programming languages, e.g., Java, the Bash environment is considered more difficult to master for nowadays students. However it is still a skill taught in courses at an intermediate level at university, which is further deepened only by professionals working as system administrators. XA has already shown positive effects on students of OS or similar programming courses. In [3, 4] pre and post surveys were used to investigate university student perceptions of XA, showing their positive perception of the approach. Exercises are relevant features of XA. Therefore students’ performances in XA exercises have also been measured [5]. Such measures enabled teachers to organise exercises in progressive levels of difficulty for university students, as recommended by XA. Moreover, a semi-automated tool for the assessment of XA exercises was also started, given that it is a demanding activity for teachers in XA-based teaching [6].

In spite of the relevance of XA and its several applications to teaching OS and similar programming courses, scarce attention has been paid until now to the study of affective and motivational aspects associated to students’ performances with XA exercises, particularly from a psychological perspective. Such aspects are all instead relevant and worth investigations, as explained in the following.

The collaborative nature of the learning context of the XA should give rise to those conditions typical for example of cooperative learning methodologies based on constructivism [19, 20] and responsible for improvements in students’ performance. However, performance could be better for those students who adhere most strictly to the ways of working that are proposed in the XA context. In other terms, whether the collaborative nature of the XA is assumed to promote learning and associated performance, it is plausible that this effect is more relevant for those students who are collaborative themselves, for example being in time in executing and giving back to the masters the assignments.

Beyond performance, another dimension that could be associated with a high compliance to the XA methodologies could be the affective dimension, in terms for example of achievement emotions as reactions to learning activities or outcomes [12–14]. Achievement emotions can be distinguished on the basis of at least two underlying dimensions, valence and activation [8]. Examples of positive activating emotions are enjoyment, hope, and pride; of positive deactivating emotions are relief.
and relaxation; of negative activating dimensions are anxiety, anger, and shame; and of negative deactivating dimensions are boredom and hopelessness [11]. Achievement emotions focus on learning activities or outcomes. However, in a context highly collaborative in nature, we could presume that achievement emotions with a particularly marked social component, such as pride and shame, could play a more marked role [17, 18]. Such emotions have been defined as moral emotions, ‘linked to the interests or welfare either of society as a whole or at least of persons other than the judge or agent’ [9, p. 853], or self-conscious emotions, implying the ability to think about the self and having a consequent immediate punishment or reinforcement to people’s behaviours [22]. They are highly relevant for human adaptation to the social context, influencing the relation between individuals’ moral standards and decisions on behaviours [22].

One theoretical framework which has recently given a large impetus to research in the field of achievement emotions is Pekrun’s control-value theory [12–14]. The theory considers antecedents and outcomes of emotions, and simultaneously recognizes the cyclic nature of the relations. Two important proximal antecedents are perceived control and value. Perceived control refers to “appraisals of control over actions and outcomes” [14, p. 124], while perceived value to the “perceived degree of importance for oneself” [14, p. 125].

Concerning outcomes, achievement emotions would deeply influence learning, also by functional mechanisms such as working memory, information processing, and self-regulation [12–14]. Links with achievement have been documented to be positive for positive activating emotions. They would be frequently variable for positive deactivating emotions and for negative activating emotions. Finally, they would be negative for negative deactivating emotions.

Finally, it is worth noting that the control-value theory assumes that achievement emotions are domain-specific [12–14]. In other words, both achievement emotions and their motivational antecedents are organized in specific ways, that differ according to subject domains such as mathematics, science education, reading, or writing. However, only recently researchers have begun to investigate achievement emotions related to informatics, and specifically to university programming courses.

### 1.2 Aims and Hypotheses

Focusing on the use of the XA methodology for teaching programming courses at the Bachelor level at university, the main aim was to study students’ performance and achievement emotions, considering the compliance with which the students adhered to the methodology itself [12]. We hypothesised that students with a higher compliance to the XA methodology had a better course-related performance (Hypothesis 1). We also expected them to be characterised by more intense positive emotions and less intense negative emotions related to studying for the programming course (Hypothesis 2).

In addition, we explored whether assumptions concerning emotions from the control-value theory [12–14] could be generalized to the specific context of the XA methodologies, focusing on the relations between appraisals of emotions, achievement emotions, and performance. In particular, we investigated the possible mediational role of achievement emotions in the relation between self-efficacy as a control appraisal and performance. We expected that the mediational role could be more salient for those...
emotions implying a social component, such as pride and shame (Hypothesis 3), in light of the specific characteristics of the XA context. The paper reports the main results of the study and discusses its implications for future work concerning XA and teaching of programming courses.

2 Method

2.1 Participants

The participants were 53 students (42 males and 11 females) who participated in the eXtreme Apprenticeship OS course, in the first year of the Bachelor in Computer Science.

2.2 Measures and Procedure

The students completed a questionnaire including measures on self-efficacy before the course. Self-efficacy was measured using three ad hoc items, with which the students were asked to assess their mastery of shell scripting and Linux OS in general, using a Likert scale (1 = totally disagree and 5 = totally agree).

Achievement emotions in relation to the course exercises were measured as follows. The OS course and its many small exercises were organised into progressive levels per topic and difficulty, in line with the results in [5] and following XA principles. A total of 45 mandatory exercises, focused on Bash programming, were organized into weekly thematic sets and assigned during 6 weeks. An actual achievement goal was established to each exercise in order to promote a student’s sense of competence and sense of autonomy over the learning progress. Students had circa 2 weeks to complete each set of Bash exercises. Each exercise was assessed as either passed or not passed by the course teacher. Students could resubmit the same exercise as many times as they wished in the given time frame, and receive, following the XA approach, formative assessment feedback from the course teacher. Teachers randomly selected one exercise per level, for a total of six; after each exercise, students completed a short self-report instrument concerning achievement emotions, developed on the basis of Pekrun’s control-value theory [12–14], the Achievement Emotions Adjective List, AEAL [2, 16–18]. The questionnaire includes 30 adjectives related to three positive activating emotions (enjoyment, hope, pride), two positive deactivating emotions (relief, relaxation), three negative activating emotions (anxiety, shame, anger), and two negative deactivating emotions (boredom, hopelessness). The students were asked to indicate how they felt in relation to the exercise, evaluating how much each word described their feelings on a 7-point Likert scale (1 = not at all and 7 = completely). The order of the words was randomised and kept constant. The mean value of students’ reports was used in this study.

Performance was assessed considering the evaluation on the aforementioned six exercises. Mean performance was computed, considering the six exercises. Performance scores were standardised to be in the interval from 0 to 1.
Compliance to the XA learning approach was also ex post evaluated, considering the number of the six exercises delivered in time at the end of the program. Students were divided into two groups on the basis of the number of delivered exercises: We chose to select the High Compliance group with a threshold over or equal 5 delivered exercises to be sure to select students who had delivered more than 80% of exercises. The High Compliance (HC) group, 5–6 delivered exercises, comprised 36 students, and the Low Compliance (LC) group, with from 0 to 4 delivered exercises, comprised 17 students.

2.3 Analysis Procedure

We calculated descriptive statistics, intercorrelations, and t-tests using SPSS version 21.0 for Windows. Level of significance was set at $p < .05$. We ran mediation analyses using the PROCESS macro for SPSS [10; www.processmacro.org]. See Table 1 for descriptive statistics (mean values and standard deviations).

Table 1. Mean values, standard deviations, t-tests, and p-values for the considered dependent variables (significant tests are reported in bold)

<table>
<thead>
<tr>
<th></th>
<th>LC ($N=17$)</th>
<th>HC ($N=36$)</th>
<th>Independent sample t-test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>SD</td>
<td>M</td>
</tr>
<tr>
<td>Performance</td>
<td>0.72</td>
<td>0.29</td>
<td>0.95</td>
</tr>
<tr>
<td>Enjoyment</td>
<td>2.69</td>
<td>0.95</td>
<td>3.07</td>
</tr>
<tr>
<td>Hope</td>
<td>3.27</td>
<td>0.84</td>
<td>3.38</td>
</tr>
<tr>
<td>Pride</td>
<td>3.14</td>
<td>1.12</td>
<td>3.06</td>
</tr>
<tr>
<td>Relief</td>
<td>2.88</td>
<td>0.82</td>
<td>2.75</td>
</tr>
<tr>
<td>Relaxation</td>
<td>3.43</td>
<td>1.06</td>
<td>3.55</td>
</tr>
<tr>
<td>Anxiety</td>
<td>2.15</td>
<td>0.82</td>
<td>1.64</td>
</tr>
<tr>
<td>Shame</td>
<td>1.57</td>
<td>0.74</td>
<td>1.33</td>
</tr>
<tr>
<td>Anger</td>
<td>2.40</td>
<td>0.86</td>
<td>1.93</td>
</tr>
<tr>
<td>Boredom</td>
<td>2.34</td>
<td>0.97</td>
<td>2.17</td>
</tr>
<tr>
<td>Hopelessness</td>
<td>2.01</td>
<td>0.82</td>
<td>1.47</td>
</tr>
</tbody>
</table>

3 Results and Discussion

3.1 The Effect of XA Compliance on Performance and Achievement Emotions

A first set of analyses concerns the amount of compliance to the XA methodology, measured considering the number of exercises delivered by the students. The size of the Low Compliance group was smaller than the size of the High Compliance group (17 vs. 36) maybe suggesting a quite good level of effect of this methodology on learners’ engagement. We conducted a series of independent sample $t$-tests, with group (Low Compliance, High Compliance) as the independent variable, and performance and the
ten achievement emotions as dependent variables. See Table 1 for $t$-tests and $p$-values for the considered dependent variables.

Performance was higher for the High Compliance group than for the Low Compliance group. Concerning the different level of achievement emotions associated with the test experience, no significant differences were found for the five positive emotions. Considering the negative achievement emotions, three out of five were different in the two groups: anxiety, anger, and hopelessness. For all these negative achievement emotions, the High Compliance group showed a significant lower level than the Low Compliance group.

3.2 The Mediation Role of Achievement Emotions

Regression analysis was used to investigate the hypothesis that achievement emotions mediate the effect of self-efficacy on performance. Only one negative emotion was found to be a mediator in the relationship between self-efficacy and performance. Results indicated that self-efficacy was a significant and negative predictor of shame, $b = -0.38$, $t(45) = -3.05$, $p = 0.004$, and that shame was a significant and negative predictor of performance, $b = -0.14$, $t(44) = -2.65$, $p = 0.011$. The higher the level of self-efficacy before starting the course, the lower the level of shame in performing the task. At the same time, the lower the shame level, the higher the performance. These results support the mediational hypothesis. Self-efficacy was no longer a significant predictor of performance after controlling for the mediator, shame, $b = 0.06$, $t(45) = 1.15$, $p = 0.255$ (not significant) consistent with full mediation. Approximately 23% of the variance in satisfaction was accounted for by the predictors. High level of self-efficacy was associated with approximately 0.23 points higher performance as mediated by shame.

4 Conclusions

This study focused on affective, motivational, and performance dimensions associated with the XA methodology applied within an introductory OS programming course. Only recently the advantages of this methodology for students’ learning have been documented, also beginning to focus on psychological constructs [e.g., 22].

The main aim regarded the efficacy of the XA methodology focusing on students’ compliance about it. Our findings confirmed Hypothesis 1: performance was better for those students for whom compliance was higher. At a theoretical level, this result enables to extend the knowledge on the factors responsible of the efficacy of the XA methodology. In addition, there can be several implications at an applied level. For example, the gathered evidence can support all those actions that can help students to be more compliant during the courses, from teachers’ interventions for raising students’ awareness of the relevance of being compliant, to the adaptation of the exercises in relation to students’ performances and reported achievement emotions, e.g., [1].

In addition, our data documented that, on the whole, more compliant students were characterized by better indicators relating to their achievement emotions [12–14]. Partially confirming Hypothesis 2, our findings indicated that levels of negative activating emotions such as anxiety and anger, and levels of negative deactivating
emotions such as hopelessness were lower for the high compliance group compared to the low compliance group. If we consider emotions as one of the component of wellbeing [7], such a result further suggests the efficacy of the XA methodology.

Secondarily, we focused on the generalizability of the relations between control appraisals, achievement emotions, and performance emotions [12–14] as related to the XA methodology applied in the programming course. The mediational role of achievement emotions between self-efficacy, as a control appraisal, and performance was documented only for shame (Hypothesis 3). It is worth noting that shame is one of the emotions that could be presumed to play a salient role in a context in which the collaborative nature of learning is particularly stressed, for its social connotation. Future research could examine how the compliance to the XA methodology could moderate the emerged relation. However, it is worth noting that these findings are only a preliminary step in exploring this issue, given limitations of this study such as, for example, the reduced sample size.

On the whole, our findings enabled to support the efficacy of the XA methodology in a programming course examining psychological components, extending current knowledge and giving some hints at the applied level.
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Abstract. Learning Analytics is an important trend in education. In conventional classroom settings, however, a sound basis of digital data for analytics is lacking. Therefore, it is important to develop the methodologies and technologies to utilize the scattered and heterogeneous bits of available data as effective as possible. It is also important to deploy simple and usable tools to teachers that could help them within the context conditions and constraints of their daily work. In this paper, we introduce a prototypical approach for learning Analytics in the classroom and a simple data collection tool named Flower Tool. This tool enables collecting and comparing students’ self-assessments with teacher-lead assessments and the results of external tests. In a first field study, we gathered feedback from students and teachers about the approach, indicating a strong acceptance and a number of potential advantages for the assessment and reflection processes in the classroom.
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1 Learning Analytics in the Classroom

The history of Learning Analytics is remarkably short; the influential work of George Siemens, that almost all work on Learning Analytics is citing, was published in 2011 [1]. In the same year, the first Learning Analytics and Knowledge (LAK) conference was organized. A year or two before, SOLAR was founded and Ryan Baker published articles about data mining techniques in education [2, 3]. Ever since, a very strong and lively community pushed the research activities and the development of solutions and products. Today, Learning Analytics has become an integral element of most learning management systems (LMS) and educators across all education levels are using features of Learning Analytics on a daily basis to improve their teaching and to give students feedback about learning processes. A significant part of the success of Learning Analytics is due to European initiatives and projects. The LACE project (www.laceproject.eu), for example, carried out groundbreaking work in reducing fragmentation in the field and bringing research and application communities together.
Thus, using Learning Analytics and educational data mining are more than recent buzz words in educational research: they signify one of the most promising developments in improving teaching and learning. While many attempts to enhance learning with mere technology failed in the past, making sense of a large amount of data collected over a long period of time and conveying it to teachers in a suitable form is indeed the area where computers and technology can add value for future classrooms. However, reasoning about data, and in particular learning-related data, is not trivial and requires a robust foundation of well-elaborated psycho-pedagogical theories.

The fundamental idea of Learning Analytics is not new. In essence, the aim is using as much information about learners as possible to understand the meaning of the data in terms of the learners’ strengths, abilities, knowledge, weakness, learning progress, attitudes, and social networks with the final goal of providing the best and most appropriate personalized support. Thus, the concept of Learning Analytics is quite similar to the idea of formative assessment. “Good” teachers of all time have strived to achieve exactly this goal. However, collecting, storing, interpreting, and aggregating information about learners requires a solid set of available data – ideally complete and rather homogenous data. While such basis is available with digital learning solutions such as online courses and MOOCs, the reality in typical K18 classrooms is different. The basis of digitally available data is rather weak; the few bits of data available are rather heterogeneous and incomplete and come from a variety of different sources (ranging from learning apps on mobile phones to homework in Google Docs).

Lea’s Box (www.leas-box.eu) is a project that focuses exactly on this problem. In the center are methodologies and technological solutions to aggregate various heterogeneous data from all kinds of sources over a long period of time and collected by several different persons (teachers, students, peers).

The project utilizes so-called Competence-based Knowledge Space Theory [4, 5] and Open Learner Models [6] as anchor point to bring the bits of data together. In essence, data is collected from all possible sources via the xAPI interface (https://experienceapi.com/overview/) and serve as evidence for a central competence model. This model distinguishes the observable performance and evidence from the underlying aptitude of a learner, which is not directly observable [7]. Competence model and individual evidences feed a learner model, which is structured and visualized in an open, transparent and intuitive way. The project manifest in form of a Web platform for teachers and learners provide links to the existing components and interfaces to a broad range of educational data sources. Teachers will be able to link the various tools and methods that they are already using in their daily practice and that provide software APIs (e.g., Moodle courses, electronic tests, Google Docs, etc.) in one central location. More importantly, the platform hosts the newly developed LA/EDM services, empowering educators to conduct competence-based analysis of rich data sets.

A key focus of the platform is on enabling teachers not only to combine existing bits of data but also to allow them to “generate” and collect data in very simple forms. In the past, tools have been developed to support teachers making electronic records in a simple, quick and device independent way. Studies have shown that such simple features are much appreciated by teachers and related outputs allowed teachers to gain deeper insights into classroom process and individual learning [8].
2 Objective vs Subjective Assessment: Lea’s Flower Tool

Recent research in the context of assessment emphasize the learning potential of assessment [9] and the importance of formative assessment. Self and peer assessments are being increasingly used in higher education to help students learn more efficiently. However, there are few papers discussing these methods [10]. Self-assessments enables the individual to reflect own learning achievements [11] while in peer assessment apply standards to the work of their peers in order to judge that work [12]. When using a correct assessment system, students perceive assessment as a motivating and productive part of their education because this procedure informs them if they are good at learning and are able achieve proposed goals [13]. Both self and peer assessment can complement the assessment of teachers and put it into a more general light. All types of assessments (self, peer, teacher) are subjective assessments. Specifically, the assessment of teachers might be considered subjective, incorrect or even unfair by individual students. Comparing and juxtaposing different sources of assessment can provide new views and ignite deeper reflection processes about achievements and the assessment process itself – by learners and teachers. When the subjective assessment can be complemented with the results of an (more or less) objective external test, this effect can even be increased. In the context of the Lea’s Box project, we developed a tool that enables the comparison of self-assessment, teacher-lead assessment and an external test.

The fundamental idea of the tool is to provide students with a nice graphical interface for conducting self-assessments in a specific topic (Fig. 1a–c). A student can select from several domains (e.g., mathematics, language, etc.). The interface for each domain is designed in form of a flower (Fig. 1b). The leafs of the flower indicate subtopics; when clicking on a leaf, the student can access a questionnaire for this specific topic and can assess herself (Fig. 1c). Depending on the value of self-assessment, the leafs fill with color (a very positive assessment leads to a fully filled and colored leaf). From the same interface, the students can take an external test about the same competencies and aspects. Teachers have a similar interface and can rate their students along the same criteria. Finally, students and teachers can compare the different assessment and enter a negotiation process. To investigate the acceptance of the tool as well as interaction dynamics, we conducted a field study with schools in the Czech Republic.

3 Field Study

3.1 Study Setup

In total, we deployed the tool to 18 teachers; each teacher used the tool in at least one class, so overall 598 students participated in the study and used the flower tool. As domains we used math, Czech, English and general academic achievements and prepared the self-assessment questionnaires via the flower’s leafs. These included not only ratings about the academic achievements but also aspects such as motivation, easiness, effort, and satisfaction. After students have completed the self-assessment
questionnaires, they were redirected to the corresponding external test. These tests are based on the Czech standard assessment of academic achievements, which are developed and deployed by the Czech company SCIO (https://www.scio.cz/english/). Teachers evaluated each student separately. Finally, students and teachers were asked to compare self-assessment, teacher assessment and external assessment (Fig. 2).

**Fig. 1.** Screen captures of the Lea’s Box Flower Tool. The top panel (a) shows the domain selection screen, the middle panel (b) shows the flower visualization for a chosen domain, and the bottom panel (c) shows a student self-assessment questionnaire.

**Fig. 2.** Comparison of self-assessment, teacher assessment, and external test
3.2 Results

Aim of the field study was to explore the possibilities, to identify the acceptance, and to receive feedback for future developments. As initial step, we asked teachers and students about the usefulness of the tool as such and the comparisons of different assessments as a methodology for the classroom. As shown in Fig. 3, most students highlighted the usefulness of the approach by rating it mainly with 3 “useful” or 4 “very useful”. Equally positive were the results for the trust in the approach and the results, as shown in Fig. 4.

![Usefulness of the tools and the approach](image)

**Fig. 3.** Usefulness of the tools and the approach (1 … not useful at all, 4 … very useful).

Additional results of our survey in schools were as follows:

- 37% of students would quite recommend the system to students from a different classroom and 44% would highly recommend it, while 33% of teachers would probably not recommend the system to their colleagues and 67% would quite recommend it;
- most students would quite like (39%) or very much like (20%) to use the system on a regular basis; 83% of the teachers said they would quite like to use the system on a regular basis;
- 72% of the students would recommend their teacher to buy the Flower Tool;
- 80% of the students would prefer the Flower Tool to just taking the tests it contains (however, interestingly, only two thirds of the students think their teacher would choose this option as well);
- in comparison, half of the teachers would prefer the Flower Tool to just making students take the tests (however, 67% of the teachers believe students themselves would prefer the Flower Tool);
- 30% of the students would quite like to use the Flower Tool in other subjects as well and 34% of the students would very much like that; in comparison, 67% of teachers said they would quite like to use the Flower Tool in other subjects but the rest said they would not like to do that.

A second part of the field study was realized in form of focus groups and phone interviews with the representatives of the schools and institutions where the field studies had taken place. We used structured interviews to get more context-specific and in-depth feedback related to the suitability of the system in that particular educational
context, with a special focus placed on the areas described in the general evaluation matrix. The main findings were as follows (separated for public and private schools):

**Public schools:**
- As for the functionality of the system, teachers liked the fact it included self assessment and the evaluation of subject-related behavior and attitudes (motivation, learner autonomy etc.). As for teacher assessment, teachers were at times uncertain about how to assess pupils in domains such as motivation. More training and experience would be needed to make them more experienced in this type of assessment.
- Teachers said the average time pupils spent using the system before their results were displayed was adequate and acceptable. However, they said the stability and speed could still be improved. The system was, at times, quite slow, which was probably caused by slow wireless connection combined with high demands on the internet connection placed by the system.
- The results presented by the system seemed to be valid and teachers trusted them, with the exception of occasional errors in the database, in which case the system displayed erroneous results.
- When asked whether they would prefer the Lea’s Box system to what they normally use, all teachers unanimously opted for the Lea’s Box system. As the school where the evaluation took place is one of our established partners, we are preparing several follow-up activities we could offer to this school as a part of the exploitation of the system.

**Private schools:**
- As for the functionality of the system, teachers especially appreciated the possibility to combine different source of information, such as self-assessment and teacher assessment.
- The stability and speed of the system was good, the system did not crash, the only problem teachers mentioned was the fact that some pupils had to log in repeatedly. Teachers said the system could be easily used on a regular basis without any major obstacles.
- Teachers doubted the results presented by the system a bit, because the tasks and evaluation materials presented by the system were rather lengthy and demanding and they believed some pupils may have lost focus.
- They said they could imagine using the system on a regular basis.
4 Conclusions

The scientific depth of the field study described in this paper is obviously limited. The reason for this lies in the fact that the Flower Tool is applied in real school settings and in the first instance the technical robustness had to be proved (these procedures are out of the scope of this paper) as well as the general acceptance and conceptual applicability. In this study in the Czech Republic, we found that learners and teachers do appreciate the approach of having a direct visual comparison of different assessment sources. Specifically juxtaposing the teacher’s assessment with the external test in certain cases lead to interesting dynamics. Students (and teachers) frequently reported that in case of a better test results as opposed to the teacher’s assessment, students could use this comparison as a starting point for discussions with the teacher and a solid background to negotiate assessments and even grading. A common statement from students was “look, I was way better than you thought I am”, referencing a better test results than the teacher’s assessment. This is a great benefit since it strengthens the students’ position in the classroom and their self-confidence. This is specifically important for the weaker students. In terms of Open Learner Modelling, the approach adds another level of transparency and trust and elements for “persuasion”. This concept refers to the possibility to negotiate assessment and grading results based on integrating further evidences (cf. [14] for an overview).

Overall, such simple tools like the Flower Tool, not only have positive main effects, they illustrate the importance of making Learning Analytics are more integral part of school education. Even such simple tools can contribute to collect data on a more frequent basis and compare different resource. More importantly, in the light of the general system, as described initially, all sources (self-assessment, teacher-assessment, external tests) can service as evidence for a joint and more valid and credible appraisal of the learner. Lately, this is the main idea of the Lea’s Box project. In future steps, we will explore the effects of transparent assessments and comparisons over a longer period.
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Abstract. This paper introduces the Maker movement as a bottom-up movement, placing digital fabrication technologies on people’s desks to produce “almost anything”. It explores further the pedagogical value of making in education in general and in early entrepreneurial education in particular. Making as a pedagogical approach is analysed referencing established pedagogical concepts as well as a qualitative study including makers and managers of maker spaces. Although maker education has so far only rarely been introduced in formal education, there are many initiatives that bring making and formal education together. According to maker experts, formal education would benefit from making because it is well suited to develop practical skills such as prototyping, supporting creativity and promoting critical reflection. In conclusion we describe a model of introducing making in early entrepreneurial education and conclude with a proposed assessment framework for measuring its impact, which will be tested in an on-going project funded by the European Commission.
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1 Introduction

Thanks to the availability of digital technologies such as 3D printers, laser cutters and CNC (Computer Numerical Control) machines, digital fabrication and prototyping have become widely accessible for anyone and are no longer limited exclusively to industries. The number of maker spaces and Fab Labs (fabrication laboratories) that make their facilities and digital fabrication tools available to their members are constantly growing in the recent years. Currently there are around 1,200 Fab Labs globally\(^1\). In these workshops makers design and fabricate their own prototypes, some meant for personal use, others for commercialisation. The inter-changeability of bits and atoms, from design to physical artefacts, is being called the Maker movement [1]. It could be said that the Maker movement represents a return of interest to the physical side of innovation following the almost complete shift to the digital side with the

dot-com bubble, the rise of the participatory Web 2.0 and the diffusion of Open Source Software. Neil Gershenfeld [2] called the Maker movement the next digital revolution as it placed the means of fabrication on people’s desks.

It started as a community-based, socially driven bottom-up movement, but today its potential to impact on society is manifold, in terms of environmental, economic and social impact.

Most maker spaces and Fab Labs offer educational activities for children and adults, from kindergartens up to university students [3], recognising the pedagogical value of making. However, there are few examples where making has been introduced to school settings [4], for instance as a school subject, and where the impact and value of making have been scientifically analysed. This paper seeks to close this gap in regard to early entrepreneurial education (EEE) proposing an assessment framework to diagnose the impact of maker activities on attitudes, knowledge and skills that favour an entrepreneurial “spirit”. We depart with exploring the pedagogical value of making in general in reference to established pedagogical concepts as well as a qualitative study with makers and maker managers [5]. We will further describe the DOIT (Entrepreneurial skills for young social innovators in an open digital world) approach, a model of entrepreneurial education that is put into practice in the framework of a EU (European Union) funded project. Finally we will deliver an assessment framework for analysing the impact of maker activities in EEE.

2 The Pedagogy of Making

The pedagogy of making builds on several pedagogical pioneers, from reform pedagogues to constructivists, from Montessori [6] to Piaget and Papert [7], who all support self-regulated learning [8], where learners decide on their learning goals and on the when and the how. In this learning setting teachers acquire the role of tutors assisting the learner in their learning paths replacing the traditional teacher-learner relation.

Making is hands-on learning, where makers learn from others, from trial and error, often in interdisciplinary and collaborative teams [9–11]. In this, making is similar to problem solving and project based learning approaches. Making includes a desire to produce things more collaboratively by improving design suggestions of others or by simply copying, mashing or personalising existing design elements. Making is thus theoretically and historically founded on “learning by doing” principles [12, 13]. As a pedagogical approach, it is learner-centred and project oriented, while allowing learners to follow their individual goals [14]. According to the Horizon report, which anticipates technological trends having an impact on educational settings, maker education will have an increasing impact on education in the following years [15].

---

2 https://www.doit-europe.net/.
2.1 What Makers Say - Empirical Results from Interviews with Makers

In order to understand the value and impact of making, we have conducted 40 interviews with experts in making, i.e. makers and managers of maker initiatives across Europe and asked them, among other questions, how they perceive the educational potential of making [3].

In qualitative analysis of the interviews, it became clear that makers themselves believe that the Maker movement already has an impact on education, as there are numerous examples of collaborations between maker spaces and educational institutions. They either invited school classes to the maker space or installed pop-up maker spaces at schools or rented out some machines to trained teachers, although no integration in the school curriculum is known to date. In respect to the educational potential of making, the interviewees named entrepreneurial education, STEAM (Science technology engineering arts and mathematics) education, and as pedagogical approach collaborative and interdisciplinary learning in particular. For instance, a maker at Fab Lab Barcelona said: “...this could be a way to introduce them to a new way of production as well as also teaching the young people who are interested in technology...( ...) get things moving on a different level when you bring two skilled individuals together by combining these skills” (maker, Spain). Children are taught to be creative themselves, “which might lead to further growth of the DIY (Do-it-Yourself) community, which then in turn could have a considerable impact on production processes” (maker, Denmark). Also, local job creation was named as an argument for developing 21st century skills through making and keeping a well trained work force in the region if making found its ways into formal education.

The makers see maker pedagogy as preparing children better for real life situations: “I think that they are having this traditional education that is not preparing them for the real world, to be competitive (...). When one day they have to start working and they are being educated like you just sit and listen and here are 10 pages and then (...) they do not know what to do” (maker, Croatia). Kids’ interest in 3D printing and other digital manufacture technologies can be easily triggered and many makers and maker initiative managers claim that the incorporation in formal education would be a necessary step to prepare children for the skills that are needed today to compete on the labour market. Maker initiatives can also provide room for education for disadvantaged kids and young adults by empowering them and thus maker initiatives would have the potential to break barriers and give access to people from different social backgrounds: “Part of the task, which we set ourselves is of course to try to break barriers, especially for pupils who would never get the idea to study because they grow up in a social environment where they have no contact at all to universities. (...) social origin determines the educational career a lot here (Düsseldorf, Germany). And one of our tasks, which we set out to do, is to provide a bit of support there. (...) When I say we were successful here, even though we have no proper measuring tool for it” (maker manager, Germany).

After all, making contributes to a paradigm shift in its anti-consumerist perspective that leads from pure consumption to producing and further to prosuming, which is the merge of producing and consuming: “I don’t want to have a kid who thinks ‘OK, I want this and where can I buy it’, instead of ‘I want this and how can I make it’” (maker,
Croatia). Maker education is about opening black boxes, giving first hand experiences how artefacts are produced and know-how regarding the production cycle: “One of the things could be that people stop being consumers, but instead become more creators. (...) Today we are in a society of consumerism, so people buy things (...). I really believe that will change the way society works” (maker, Denmark). Maker objects are believed to create a different awareness of products in general and many interviewed makers showed an anti-consumerism attitude. Makers want to know how products are made, what the product consists of, and open these “black boxes”. Some argue that they would like to be in control of the production phase as buying off the shelf means missing out on the different production steps and losing that knowledge.

2.2 Maker Education in Social Media

Previous studies analysed the ‘making’ related discussions in social media [16]. After analysing a total of 50,097 tweets with #makerspaces (12,180 occurrences), #makerEd was one of the more prominent hashtags for indicating the discussion of making in education (4,370 occurrences). However, more informative than the absolute numbers are the co-occurrences of keywords characterising these two data sets. Hence, #makerspaces are most frequently mentioned in conjunction with libraries, schools and STEAM showing how much ‘making’ is already connected with traditional places for learning, at least as far as the informal debate on Twitter is concerned.

Based on a qualitative screening of these tweets, these words indicate the contextual constraints of introducing making into formal education, where ‘classes’ are the standard unit for teacher – learner interactions and where ‘rubrics’ are critical instruments to assess learning (see Fig. 1). ‘Free’ refers to the availability of freely available materials supporting ‘maker education’ that are promoted over the Twitter network. This is not necessarily an indication that only free materials are thought after.

Fig. 1. Co-word analysis of 4,370 tweets containing #MakerEd (Nov 2015).
3 Making in Early Entrepreneurial Education

At first glance, making supports many skills relevant to entrepreneurship: setting goals and devising paths to achieve them, the ability to integrate the skills of others (collaboration) and it is highly interdisciplinary, since making proceeds iteratively and supports primarily problem-based learning. Nevertheless, despite the promising nature of introducing making in education, there are only rare examples where making has been integrated with formal education, apart from short term arrangements such as project or maker days [e.g. 17] at schools or teachers who incorporated making in their classes without the curricular support other forms of learning have.

3.1 Objectives of Early Entrepreneurial Education

As stated in the 2016 Eurydice report, defining goals and learning methods for entrepreneurship education is still an underdeveloped area in most European countries [18]. First and foremost, we do not propose a narrow, commercial definition of entrepreneurship education, but work on the basis of the more comprehensive definition provided by the EC thematic working group: “Entrepreneurship education is about learners developing the skills and mind-set to be able to turn creative ideas into entrepreneurial action. This is a key competence for all learners, supporting personal development, active citizenship, social inclusion and employability” [18].

Putting skills and attitudes at the core of the definition, means that some broader objectives, e.g. creativity, planning or teamwork, are already addressed in other programmes, run by schools. A first overview is provided by Lackéus [19]: 
*Entrepreneurial attitudes*: self-confidence, self-efficacy, sense of initiative, ambiguity tolerance, perseverance; *Entrepreneurial skills*: creativity, planning, financial literacy, managing resources, managing uncertainty/risk, teamwork; *Entrepreneurial knowledge*: assessment of opportunities, identifying with the role of an entrepreneur – self-reflection, how-to knowledge (accounting, finance, marketing and communications).

3.2 Facilitation and Evaluation of Early Entrepreneurial Education

The EEE approach as developed in the DOIT project builds on the advantages of maker pedagogy since its effect on most of the above mentioned attitudes, skills and knowledge is promising. However, it is not meant to replace existing EEE such as entrepreneurial games or companies [18] but adding to these more traditional settings. Specifically, the focus of DOIT is on social entrepreneurship, assisting children between the age of 6 and 16, in their path from the ideation phase with the identification of a “problem” from their life worlds to calibrating options for businesses based on their inventions. The programme will be tested in 10 different pilots across Europe with 50 children each, thus involving 500 children in total. The following table (Table 1) gives an overview of the programme elements.

The evaluation method is based on a mixed method approach, with quantitative and qualitative measures. It follows a pre-post design, comparing the baseline data before and after the programme, where possible. For some of the above listed dimensions standardised psychological assessment tools are available, for instance, for measuring
<table>
<thead>
<tr>
<th>EEE elements</th>
<th>Description of possible activities</th>
<th>How the activity could be supported</th>
<th>Evaluation dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. Motivation</strong>&lt;br&gt;(Do it because you can)</td>
<td>Students get motivated by early successes or by envisioning the scope of their possibilities</td>
<td>Presenting/telling success stories that motivate, e.g. by peers</td>
<td>Self-confidence&lt;br&gt;Self-efficacy&lt;br&gt;Sense of initiative</td>
</tr>
<tr>
<td><strong>2. Co-design</strong>&lt;br&gt;(Do what matters)</td>
<td>Students are asked to collect and select potential ideas for innovations, this includes methodologies and approaches to identify the true roots of a problem, e.g. talking with relevant stakeholders</td>
<td>Methods and Materials to detect true roots of a problem, Creativity tools</td>
<td>Self-confidence&lt;br&gt;Sense of initiative&lt;br&gt;Creativity</td>
</tr>
<tr>
<td><strong>3. Co-creation</strong>&lt;br&gt;(Do it together)</td>
<td>Students will make the project a reality collaboratively – including more knowledgeable others (entrepreneurs, makers)</td>
<td>Planning methods&lt;br&gt;Interdisciplinary group working</td>
<td>Creativity, sense of initiative, planning, managing resources, managing uncertainty/risk/teamwork</td>
</tr>
<tr>
<td><strong>4. Iterate</strong>&lt;br&gt;(Start it now)</td>
<td>The development of projects is focusing on concrete prototypes and their continuous improvement</td>
<td>Lean prototyping methods using different materials, understanding the decomposition of design challenges</td>
<td>Teamwork, creativity, managing resources</td>
</tr>
<tr>
<td><strong>5. Reflection</strong>&lt;br&gt;(Do it better)</td>
<td>Within and after the development of the projects, students are asked to reflect their work and to get and give feedback for better (future) results.</td>
<td>Moderation skills; Reflection and feedback phase; sharing of failure experiences</td>
<td>Assessment of opportunities, managing resources</td>
</tr>
<tr>
<td><strong>6. Scaling</strong>&lt;br&gt;(Do more of it)</td>
<td>Depending on students’ age, project results are brought to a bigger group of users</td>
<td>Developing plans for scaling. Testing the robustness of a solution if replicated multiple times</td>
<td>Assessment of opportunities, financial literacy, managing resources, managing uncertainty/risk</td>
</tr>
<tr>
<td><strong>7. Reaching out</strong>&lt;br&gt;(Do inspire others)</td>
<td>Students are asked to share their ideas and projects to a wider public</td>
<td>Public presentation and sharing of the idea and the (success) story</td>
<td>Role of entrepreneurs, entrepreneurial career options</td>
</tr>
</tbody>
</table>
creativity (e.g. TSD-Z) and self-confidence (e.g. CFSEI-3) [20, 21]. For others, a self-rating survey will be developed to cover dimensions such as planning capacity or the perceived role of entrepreneurs. Not for all dimensions and EEE elements a pre-post comparison is feasible, e.g. for the assessment of opportunities or teamwork. For these, qualitative instruments will be used along the path accompanying the different programme elements. Interviews with facilitators and children will be carried out to understand if and how children identify with the role of entrepreneurs, how the deal with uncertainties or think of entrepreneurial career options. Semi-structured interview guidelines based on critical incidence technique (CIT) steering self-reflection and self-evaluation will be developed for interviewing two (randomly selected) children per pilot.

Furthermore, an artefact analysis of the developed prototypes will be carried out. Facilitators will be asked to fill in a researcher diary at various occasions and will be interviewed after the programme reflecting based on their observations throughout the programme and on their diary entries. With qualitative content analysis software the qualitative data will be analysed and complemented with the quantitative analysis constitute a rigorous evaluation framework.

4 Conclusions and Outlook

The argument that formal education in general and early entrepreneurial education in particular would benefit from making and the maker pedagogy is not without foundation but empirical data for grounding these claims are lacking. Setting goals and devising paths to achieve them, collaborating with others, in project based learning environments are typical characteristics of maker work as well as entrepreneurial activities. However, making as subject has so far not been introduced to formal education settings - with a few exceptions. The project DOIT constitutes an attempt to bring making and social entrepreneurship education together and to analyse in sound and rigorous manner its effects on the development of entrepreneurial skills, attitudes and knowledge. Thus, we will systematically evaluate the DOIT programme based on mixed method approach combining qualitative and quantitative measures and contribute to the science base as empirical insights into the effect of maker pedagogy in reference to opportunities and constraints are currently lacking.

Acknowledgment. DOIT has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No 770063.
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Abstract. Now, and in the times that follow, student education should focus on developing inclusive skills such as problem-solving and decision-making, where the role of the learning environment plays a crucial part, i.e., it is a process where the screen of the universe of discourse is accomplished in order to consider not only the complex relationships that flow among the objects that populate it, but also its inner structure, co-existing incomplete/unknown or even self-contradictory information or knowledge. As a result, we will focus on the development of an Intelligent Social Machine to assess Learning Environments in high schools, based on factors like School and Disciplinary Climates as well as Parental Involvement. The formal background will be to use Logic Programming to define its architecture based on a Deep Learning-Big Data approach to Knowledge Representation and Reasoning, complemented by an Evolutionary approach to Computing grounded on Virtual Intellects.
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1 Introduction

Intelligent Learning Environments (ILEs) can generally be defined as computer-based educational systems based on various Artificial Intelligence (AI) techniques to enhance students’ learning experience and help them achieve their learning goals. In this context, a key issue for education systems in general and for ILEs in particular, is the ability to harness these new paradigms to create, maintain, and share the knowledge that these systems embed. This will enable ILEs to benefit from shared information...
from distinct systems related to learning content and student activities, thereby reducing the complexity of system development and maintenance while enhancing personalization and contextualization and interaction. In fact, some studies suggest that schools can help improve students’ success by enhancing their ILEs [1–3]. Under this setting, qualities such as resilience, perseverance, ethics, conscience and leadership should be developed not only at home but also in schools. The development of global skills such as problem-solving and decision-making requires the involvement of all educators (i.e., schools, teachers and parents) [4–6]. The report of the International Student Assessment Program (PISA) 2015 shows that the proportion of students who skipped at least once a full day of school in the two weeks prior to the PISA test increased by about 5 percentage points between 2012 and 2015 in OECD countries and 2015 [7]. This finding is worrying, as truancy is one of the factors influencing the school climate, influencing teacher work and adversely affecting the performance of all students in the class. In addition, factors such as security and order, teacher relations and cooperation, academic expectations, leadership and career development have been identified as key to improving the school environment. Indeed, the analysis and development of a new approach to ILEs, able to attend the need to predict the failure according to technical and non-technical criteria in a school environment, is a hard task, namely in terms of the huge number of possible scenarios. Indeed, the current state-of-the-art for service-life teaching is at empiric and empiric–mechanistic levels, and does not provide any suitable answer even for a single failure criterion. Consequently, it is imperative to achieve qualified models and qualitative reasoning methods, in particular due to the need to have first-class environments at our disposal where defective information is at hand. The foregoing shows that a proactive strategy is needed to solve the problems associated with improving the ILEs. In fact, different conditions with complex relationships between them must be taken into account where the available data may be incomplete/unknown (e.g., missing answers to some questions in the questionnaire) and/or self-contradictory (e.g., questions related with the same problem with inappropriate answers). To overcome these problems, this work presents a Mathematical Logic based computational machine that is featured as an Intellect and labelled as an Intelligent Social Machine (ISM) that is put at the forefront to help decision makers to further development of ILEs. Therefore, the next section gives a brief description of an pioneering Deep Learning (DL) approach to Knowledge Representation and Reasoning (KRR) followed by the presentation of a case study to screen the factors affecting ILEs and the perspectives of the ISM. Finally, conclusions are drawn and directions for future work are outlined.

2 A Deep Learning Route to Knowledge Representation and Reasoning

Knowledge Representation and Reasoning (KRR) aims to understand the complexity in information. Automated reasoning capabilities enables a system to “fill in the blanks” since in the real world incomplete information or data with gaps are common. Although KRR has been grounded on a symbolic logic in vector spaces, the fundamentals and attributes of the logical functions described in the present study go from discrete to
continuous, allowing for the representation and handling of unknown, incomplete, or even self-contradictory information/knowledge. Indeed, such fact denotes the key distinction of the presented approach, otherwise it would be only symbolic logic in vector space, where the data items remain essentially discrete, and therefore no added value would be attained. A data item is understood as find something smaller inside when ones taking anything apart, and it is mostly formed from different elements, namely the Interval Ends where its value may be situated, the Quality-of-Information (QoI) it carries, and the Degree-of-Confidence (DoC) put on the fact that its value is inside the interval ends just referred to above. These are just three of over an endless element’s number. Indeed, one can make virtually anything one may think of by joining different elements together. In other words, viz.

- What happens when one splits a data item? The broken pieces become data item for another element, a process that may be endless; and
- Can a data item be broken down? Basically, it is the smallest possible part of an element that still remains the element.

This makes one’s route from Deep Learning (DL) to KRR. It is based on the fact that the data items (i.e., the fundamentals and attribute’s values of the logical functions that make the universe of discourse). Therefore, the proposed approach to this issue, put in terms of the logical programs that elicit the universe of discourse, will be set as productions of the type, viz.

\[
predicate_{1 \leq i \leq n} = \bigcap_{1 \leq j \leq m} clause_j (\{ [A_{x_1}, B_{x_1}] (QoI_{x_1}, DoC_{x_1}) \}, \ldots) \\
\quad \quad \quad \ldots; (\{ [A_{x_m}, B_{x_m}] (QoI_{x_m}, DoC_{x_m}) \}) :: QoI_j :: DoC_j
\]

that engender one’s view to DL. \( n, \cap, m \) and \( A_{x_1}, B_{x_1} \) stand for, respectively, for the cardinality of the predicates’ set, conjunction, predicate’s extension, and the interval ends where the predicates attributes values may be situated. The metrics QoI and DoC show the way to data item dissection [8, 9], i.e., a data item is to be understood as the data’s atomic structure. It consists of identifying not only all the sub items that are thought to make up an data item, but also to investigate the rules that oversee them, i.e., how \( [A_{x_1}, B_{x_1}], QoI_{x_1} \), and \( DoC_{x_1} \) are kept together and how much added value is created.

3 Case Study

3.1 Data Collection

To achieve the goals of this study, a questionnaire was developed and applied to a sample of 291 students aged 15 to 19 years old with an average of 17 ± 2 years. The gender distribution was 47.6% and 52.4% for men and women, respectively. The questions in the questionnaire were divided into three sections, the first of which contains the questions about the School Climate (Table School Climate, Fig. 1). The second includes the questions relating to the students’ opinion on Parental Involvement

juanjo_mena@usal.es
3.2 Feature Extraction

The feature extraction’s process focused on the more relevant issues involved in each topic affecting the LE, namely School Climate, Disciplinary Climate and Parental Involvement [1, 4–7]. Each was included in the above-mentioned questionnaire and the answers stored in the respective table as shown in Fig. 1. Qualitative values are also used to classify the different issues, given in terms of the scale not at all, very little, to some extent, often and very often, and evaluated according to the method described in Fernandes et al. [10].

4 Evolving Systems

The Intelligent Social Machine’s architecture is structured as an Intellect and set as an ensemble of entities designated as symbolic neurons. To each neuron is associated a logic program or theory, given by the extensions of the predicates that make their corpus. The genome is given in terms of an ensemble of neurons, being each one coded with two types of genes [11], viz.

Fig. 1. A knowledge-based fragment of an extension of the relational database for the different issues that characterize the Learning Environment.

(Table Parental Involvement, Fig. 1). The last one contains questions related to the students’ opinion on the Disciplinary Climate (Table Discipline Climate, Fig. 1).
• Processing genes that specify how each neuron will assess its output; and
• A set of connection ones which specify the potential connections to other neurons, built in terms of the extensions of the predicates that model their inner universe of discourse.

According to the knowledge representation and reasoning formalism presented in Sect. 2 and above, the processing genes are structured by the label $gpn(t)$ from the ordered theory $OT = (T, <, (S, \prec))$, where $T$, $<$, $S$ and $\prec$ correspond, respectively, to the knowledge base of the gene in a clausal form, a non-circular order relation over the clauses, a set of priority rules and one non-circular relation order over those rules. The non-circular order is necessary by two reasons, i.e., by the relative importance of the rules and by the operational usability in which a logic program written (e.g., PROLOG) needs to set some concrete order over the set of rules. In this sense a processing gene can be described as follows, viz.

$$gpn(t) = <T, M, Q, C, Intervals Ends, QoI, DoC>$$

where $T$ corresponds to the logic theory that make up the inner neuron’s universe of discourse, $M$ the inference mechanism, $Q$ the question (or sub-problem) to solve, and $C$ the scenarios under which $Q$ is to be addressed. $QoI$ and $DoC$ stand for themselves (Fig. 2). It is now possible to give a schematic view of how to model the universe of discourse in a dynamic or evolutionary environment, where the extensions of two or

Fig. 2. The genome at its initial state.

Fig. 3. The genome’s scheme and its inner inference mechanism.
more predicates are projected into a fusion space that inherits a partial structure from their inputs and emerge with a structure of its own (Figs. 2 and 3).

The input of each neuron is given as a list of sub-problems to be solved according to the diverse scenarios referred to above (Fig. 1). Indeed, the evolutionary process to set the Intelligent Social Machine (ISM) starts with an estimate representation of the universe of discourse in terms of its predicates’ extensions and proceeds in order to optimize their attributes’ metrics, i.e., the interval ends \([A_{x_j}, B_{x_j}], QoI_j,\) and \(DoC_j,\) once a problem to be solved is set as a theorem to be proved. This evolutionary process is depicted in Figs. 4, 5, 6 and 7, i.e., the Intellect evolution is grounded on a theorem proving course.

![Fig. 4. Input: ? (schoolClimate (ID, A, B, C, D), disciplinaryClimate (ID, E, F, G, H), parentInvolvement (ID, I, J, K)).](image)

A set with 291 records was used to the ISM’s analysis. In order to guarantee the statistical significance of the attained results, 20 (twenty) experiments were applied in all tests. Table 1 presents the ISM’s confusion matrix. A perusal to Table 1 shows that the model accuracy was 91.4% (i.e., 263 instances correctly classified in 291). Based on coincidence matrix it is possible to compute the ISM’s Sensitivity, Specificity, Positive Predictive Value (PPV) and Negative Predictive Value (NPV). Sensitivity measures the proportion of True Positives (TP) that are correctly identified as such, while Specificity measures the proportion of True Negatives (TN) that are correctly identified. PPV stands for the proportion of cases with positive values that were correctly diagnosed, while NPV denotes the proportion of cases with negative values that were successfully labeled [12]. The Sensitivity is 92.9% while the Specificity is 89.6%. PPV, in turns, is 91.2% whereas NPV is 91.7%. All the performance metrics mentioned above are close to 90% and seem to suggest that the ISM exhibits a good performance in assessing the LE in high schools.
Fig. 5. Input: ? (disciplinaryClimate (ID, A, B, C, D), parentInvolvement (ID, E, F, G), learningEnvironment (ID, H, I, J)).

Fig. 6. Input: ? (disciplinaryClimate (ID, A, B, C, D), parentInvolvement (ID, E, F, G), learningEnvironment (ID, H, I, J)).
5 Conclusions and Future Work

This work may have set one route to apply Machine Learning and Evolutionary Computation methods to define suitable ways to develop ILEs. Indeed, in this work a methodology for problem solving grounded on symbolic, evolutionary and connectionist approaches to computing was presented. The results so far attained show how promising an ISM is, strengthening one’s confidence on the problem-solving methodology just referred to above, reducing unpredictability and ensuring stability among all actors contributing to the improvement of LEs. The underlying architecture turns the ISM into a versatile, creative and powerful computational tool to engender a practically infinite variety of data processing and analysis capabilities, adaptable to any conceivable situation. Future work encompasses the development of Conscious Machines, under a symbolic and mathematical approach to computing, presenting also a good opportunity to study the real nature of the Artificial or Synthetic Intelligence.
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Abstract. Gamification is one of the most used techniques to improve active participation and engagement in different kinds of contexts. The use of game techniques is effective in pushing subjects to be involved in an activity. Since the early childhood, indeed, the promises of rewards are useful to affect specific behaviors. On the other hands, the learning analytics have been largely implemented in education in order to improve the assessment and the self-assessment of students, above all in e-learning settings. The research presented in this work aims at combining gamification techniques and learning analytics to improve the engagement in University courses. The paper describes a model of gamification and a learning dashboard defined based on data in Moodle e-learning platform. A pilot test of an app android in which both the solutions have been implemented pointed out promising results.
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1 Introduction

Mobile devices (such as smartphones and tablets) allow people to be connected and communicate all over the world. Thanks to the increasing Internet communication speed and the more powerful mobile Central Processing Unit (CPU), mobile devices can be used for a wide variety of tasks. According to the age of the user, the device is prevalently used: to play mobile games, to use email or messaging, to play videos etc. For the university students, the mobile phone is a critical device. As a matter of facts, it is used by boys and girls attending the university, not only to check the exam dates and share notes, but also to message information about lessons.

E-learning is a modern way to allow university students to attend lessons virtually, using the Internet connection. It is common for many universities to offer online courses, the MOOCs (Massive Open Online Courses) phenomenon is a proof of this trend [1, 2]. Many online platforms, such as, Coursera, EdX, Iversity deliver online contents to all students who have either a Personal Computer (PC) or a mobile device. This strategy has been so successful, that the main universities all over the world, both public and private, publish on those platforms their courses.
The MOOCs have been a big revolution in Education, since the university courses can be attended by all people that need to acquire specific knowledge or competences without to necessary being physical in the site where the lesson is given. This means that even non-university students can access to high education without physical limitations. Moreover, these courses (and universities) release attending certificates, once the course has been completed, and qualification certificates if the student successfully passes the related exam. These certifications can be used to improve the curriculum vitae and then the personal job. Unfortunately, one of the main problems in using MOOCs and all kind of online courses is the engagement and motivation [3]. The flexibility and the freedom to attend the e-learning courses often translate into a high dropout rate [4]. Many problems can distract the student from the aim and, after a failure, the motivation without the teacher support dramatically drops [5]. This students’ failure is a problem also for the educational system [6]. In this context, in order to mitigate this problem of online courses and activities, we propose to apply the gamification approach to improve the student’s active participation and engagement in online university course. In order to measure the impact of gamification, a mobile application was developed to let the student be more engaged in attending online activities in her/his university course and, in general, in the university life.

This paper is organized as follows: in the following section some related works are reported; Sect. 3 describes the adopted gamification approach for monitoring engagement and Sect. 4 how it is implemented in a mobile application; in Sect. 5 some preliminary results of the user testing is reported, and Sect. 6 concludes the paper.

2 Related Works

E-learning systems are widely used in both the university and the work domain. This form of instruction has grown up during the last twenty years thanks to the greater Internet speed and the powerful devices that can play videos. There are many guidelines on how the e-learning systems should be designed [7]. Those fall into the HCI field, where the users need to be considered during all the stages of the development process. For example, more and more solutions use the same framework to deliver different contents [8]. The study of how people really learn from this new way to teach is constantly monitored by the companies that deliver e-learning contents [9]. The e-learning is thus a recent and evolving topic. More and more techniques are used in order to engage people and let them be more proficient in following courses and learn. One of them is the so called “Gamification”.

Gamification is defined as “the use of game design elements in non-game contexts” [10]. The term “gamification” is sometimes controversial, but the definition given above and the survey provided in [10] clarify that “gamified” applications are different from (video) games, serious games or just software applications that provide a playful interaction, like those considered in [11].

Gamification has been proved that improve participation and engagement in e-learning activities [12, 13], in fact, suggests that gamification strategies, aligned with instructional objectives and user context, are effective in improving student participation and encouraging extracurricular learning. Moreover, game elements such as points,
badges, and leaderboards, are useful strategy in Massive Open Online Courses as [14–16]. On the other hands, once that the online environment stimulates student motivation and engagement, it is necessary to measure it. In e-learning settings, characterized by the distance both in terms of time and places, it is necessary to monitor and track the student activities in online environments. The Learning Analytics (LAs), i.e. the measurement, collection, analysis and reporting of data about learners and their contexts [17] are very useful to meet this objective. There are some research works that investigate on the relationships among the LAs and engagement [18, 19]. The main novelty of the proposal described in this paper is to combine the use of game elements in order to foster student engagement in online activities in academic contexts and the LAs in order to measure and visualize the level of engagement for each single student.

3 The Gamification Approach for Monitoring Engagement

In e-learning platforms, keeping track of the user’s learning activities is very important to make effective and reliable assessment. To improve the quality of assessment in online courses, even with a large population (as happens in MOOCs), in literature different solutions have been implemented [20–22]. An interesting solution is the use of a Learning Dashboards (LD) in the e-learning environments to visualize student’s engagement in e-learning paths. Usually, LDs allow to visualize the Learning Analytics. The LAs can be automatically or manually collected by the system. In this research, LAs and LDs have been used in order to keep high student’s engagement and motivation. To address this challenge, VeeU2.0, a learning dashboard for Moodle, has been designed and developed to support assessment by both teachers and learners in e-learning courses [3, 21]. The defined model has been conceived to monitor the engagement in an e-learning course through measures of the student’s participation, in terms of user’s actions in wikis and social posts. Following the game mechanics, eXperience Points (XP) were defined. In order to classify the kind of activities performed in the e-learning platform, the XP were subdivided in Degree Course XP (DC) and Single Course XP (SC). The student can gain DC performing general activities (Table 1) in the e-learning platform and in all online courses published for her/his degree course. The SC points are gained performing general activities in any specific course that student is attending (Table 1). In other words, if the student accesses (Activity A1) to the e-learning platforms to browse all the online courses of her/his degree course s/he gain 10 DC points. If the student creates a wiki page in the “Programming course” s/he gains 5 SC points. When the user reaches a certain amount of XP, it gains a new level. Every new level (for a maximum of 100 levels) allow the student to gain a higher reputation in both virtual and real class. In order to make visible this reputation, badges can be collected according to both the points gained and the levels reached. There are three type of badges Gold, Silver and Bronze and they can be achieved both for the degree course or for a specific course. Moreover, the badges can be achieved for each kind of activities performed by the student, thus a student can have a Gold badge for the DC access points (Activity A1) but any badge for SC creating wiki pages (A6) this means
that the student mainly surfs in the e-learning platforms only to download the learning resources or to read news, but s/he is not an active participant to online activities.

Table 1. The XP points gained by the user according to the action performed

<table>
<thead>
<tr>
<th>Activity type</th>
<th>XP gained</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A1) Access</td>
<td>10</td>
</tr>
<tr>
<td>(A2) Read a wiki page</td>
<td>2</td>
</tr>
<tr>
<td>(A3) Put a “like” to a post</td>
<td>2</td>
</tr>
<tr>
<td>(A4) Publish a post on the dashboard</td>
<td>2</td>
</tr>
<tr>
<td>(A5) Comment a post on the dashboard</td>
<td>3</td>
</tr>
<tr>
<td>(A6) Create a wiki page</td>
<td>5</td>
</tr>
<tr>
<td>(A7) Edit a wiki page</td>
<td>5</td>
</tr>
</tbody>
</table>

4 A Mobile App for VeeU2.0

VeeU2.0 is a learning dashboard developed as plugin for Moodle, the e-learning platform in use in our University. The main goal of VeeU2.0 is to make students and teachers aware of their engagement in e-learning environment. As a matter of fact, teachers and students need to be aware of what kinds of interactions are occurring in the virtual space and how the building up knowledge process happens. The dashboard offers two points of views, one addressed to the teacher, who can visualise the trend of the entire class or of a specific student, and one addressed to the student, who can visualise her/his rate of participation in each activity and can compare her/his data with those of the other students. From the teachers’ points of view, the information visualised are useful in order to monitor the level of students’ participation and interest in the subject. This information can lead the teacher to change the teaching strategies in order to improve the teaching effectiveness. From the student point of view, the visualised data can help the student’s self-assessment that could be pushed to improve her/his efforts in the learning process.

In order to improve the efficacy of VeeU2.0, a mobile app has been developed and the gamification model was applied. The mobile version (the language is Italian) reported here, as well as the web app, offers two points of view. One addressed to the teacher, who can view how many accesses students have done for each course (Fig. 1a), which resources have been downloaded, how many quizzes have been completed and so on. Moreover, the teacher could visualize information about each single student in order to verify how her/his learning process is going on. For each course, the number of access of the student is represented using a histogram together with a line indicating the mean of accesses of the class in the same period (see Fig. 1b).

Gamification techniques has been implemented in the app for the student point of view (Fig. 2). Once the user has selected the degree course, the app shows his/her progress (Fig. 2a): on the top of the screen the course name is shown and below the level reached and the overall XP gained are given (“Livello 3” and “99/600” respectively in the figure). For each course the student can visualise the list of the resources...
available in the course and the mean of the students that have visualised each resource (Fig. 2b). The green colour is used for the visualised resources, the red for non-visualised ones.

In the badge section, the user can see how many (and which type) of badges s/he has achieved (Fig. 2c). Every time a new badge has reached, a popup message is shown with details of the badge and how it is possible to increase the number (the value can be shown by clicking on it). Finally, the leader board of the users shows all the users, for the selected university course, with the relative amount of XP gained and the level (Fig. 2d).
5 User Testing

In order to evaluate the usability of the application, we performed a user testing with real end users. The user testing aims at analysing the user behaviour during the interaction with the system. To this aim, we defined a list of 9 tasks that users have had to accomplish. The “Thinking aloud” technique was used in order to better understand the interaction problems. For lack of space, we cannot report further details on the user test performed. The sample was composed of 15 students attending one of the Computer Science degree courses at the University of Bari. All students use regularly the LMS to access the content of the different courses.

Each student used the system alone. A facilitator gave the instructions to the student and an observer annotated all the significant information about student’s behavior. During the test the success rate was used as objective measure. The success rate has been calculated as follows: \[ \text{Success rate} = \frac{S + (P \times 0.5)}{N} \]. Where: \( S \) is the number of tasks successfully completed; \( P \) is the number of tasks partially completed; \( N \) is the sum of all tasks. The results of the test are shown in Table 2.

Table 2. Results from the user tests with 15 users and 9 tasks (S: success, P: partial, F: failure)

<table>
<thead>
<tr>
<th></th>
<th>Task1</th>
<th>Task2</th>
<th>Task3</th>
<th>Task4</th>
<th>Task5</th>
<th>Task6</th>
<th>Task7</th>
<th>Task8</th>
<th>Task9</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>S2</td>
<td>S</td>
<td>P</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>P</td>
<td>S</td>
</tr>
<tr>
<td>S3</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>S4</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>P</td>
<td>F</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>S5</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>S6</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>P</td>
<td>S</td>
</tr>
<tr>
<td>S7</td>
<td>S</td>
<td>P</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>S8</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>S9</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>S10</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>P</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>S11</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>S12</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>S13</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>S14</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>P</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>S15</td>
<td>S</td>
<td>P</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>P</td>
<td>S</td>
</tr>
</tbody>
</table>

The success rate of 95% could be considered a positive indication about the usability of the system. Moreover, in order to have a qualitative evaluation of the system, the students were asked to answer to a 5-Likert scale questionnaire about the perceived usefulness of the app during the learning process.

Analysing the results, the system has reached a good level of acceptance. The 85% of the students have appreciated the use of the system and hope that it would be used in the future. Moreover, the student’s appreciation is visible also in the Fig. 3.
In particular, to the questions about motivation 10 students out of 15 give an evaluation between 3 and 4. For what concerning the engagement in e-learning activities, 5 students out of 15 give an evaluation higher than 3 (neutral value). The user testing has revealed also a number of weakness that should be addressed in the next future, but the results are promising, and this can lead the research to further developments.

6 Conclusions

In this paper we have proposed a mobile application, based on the VeeU2.0 Learning Dashboard, that allows university students and teachers to be aware about their engagement, using the gamification technique. The students, using the app and interacting with the system, gain XP points that are used to rise their own level. The application presents for each DC and SC, a leader board about the most proactive students. The teacher can evaluate the ongoing student’s engagement through a specific view.

We performed a preliminary evaluation test with 15 users to perform some tasks and then a 5-Likert questionnaire has been administered. The preliminary results show that the proposed app is promising with a good usability and acceptance rate.
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Abstract. As self-regulated learning (SRL) is the prerequisite and the basis for lifelong learning, students should be supported in their way of organizing their learning processes. Therefore, an online self-assessment called mygoalin was developed based on state-of-the-art theoretical frameworks of educational psychology. This paper deals with the analysis of user-feedback to assess user-friendliness and usability of mygoalin with the aim to optimize the self-assessment tool for students. The qualitative content analysis comprises N = 67 students, who completed mygoalin and then answered different questions regarding usability and critical issues. The original qualitative answers were paraphrased based on the qualitative content analysis according to Mayring. Two categories (I elements and II review type) were defined and a total of 988 paraphrased statements were recorded. Already the number of 604 (60.5%) positive statements and the frequent mention of the usefulness and user-friendliness, suggest that mygoalin seems to be useful for self-reflection. Of these, 262 (26.3%) are critical statements and 132 (13.2%) suggest improvements. Qualitative analysis led to certain insights for optimizing mygoalin. The needs for a revision to improve the usability and an extension of the tool were discussed. Thus, mygoalin revised has become an online learning assistant supporting SRL by giving the opportunity for a standardized but still individual way.
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1 Introduction

In the era of lifelong learning, personal development and the promotion of self-regulated learning (SRL) is a central goal for individuals as well as for society [1–3]. This is reflected both in the EU Guidelines for secondary and higher education and in the various lifelong learning programs for adolescents and adults [4]. However, as SRL is the prerequisite and the basis for lifelong learning, students need to be supported in organizing their learning processes. Therefore, this paper deals with the optimization of the new online self-assessment mygoalin for the analysis and support of self-regulated learning for students (www.mygoalin.com).
1.1 Theoretical Framework: SRL

There is no clear definition of the term SRL in literature but there are several definitions and approaches. Different authors [e.g. 5–9]) try to give an adequate definition. First, there is conformity at a descriptive level. Like Zimmerman [10] also other authors emphasize that students can be described as self-regulated to the degree that they are motivationally, metacognitively and behaviorally active participants in their personal learning process. Second, all authors claim that self-regulated learners are able to autonomously set goals, select appropriate techniques and strategies, and continually evaluate and correct their learning process [e.g. 11, 12]. Third, all authors describe the importance of different components in SRL [e.g. 13]. These include cognitive, metacognitive, volitional, emotional, motivational aspects. These theoretical frameworks are included in a new SRL model and base for the development of the online self-assessment mygoalin for students.

1.2 Practical Support: SRL

Therefore, the practical support consists in helping students to be active participants in their personal learning process selecting appropriate strategies to reach personal goals. Various training programs [6, 14] indicate that in general the following steps can be conducive for learners to achieve their goals:

   Step 1. Activate SRL-awareness and self-reflection to understand SRL
   Step 2. Acquire know-how by trying SRL, and by getting to know and use SRL-methods and techniques to understand in which context certain strategies are productive
   Step 3. Consolidate SRL-strategies using them daily to achieve individual goals for understanding the usefulness of different methods and techniques

The online self-assessment mygoalin was developed to subsequently operationalize these steps. The first module analyses and promotes SRL in theory and practice especially regarding steps 1 and 2. For evaluating, whether mygoalin does this in an appealing way, this study analyses the user-feedback using a qualitative content analysis approach. The results lead to the conclusion which specific improvements are needed.

2 Research Questions

This study evaluates the user-feedback conducting a qualitative content analysis for answering the following key questions:

1. Quantitative: How many statements are positive, negative or suggest optimization?
2. Qualitative: Which aspects are described as positive or negative and what is their content? Which suggestions for optimization are frequently made? What should be improved and changed in mygoalin and how?
Then, the results obtained from the empirical qualitative content analysis are interpreted to determine the satisfaction and usability of potential users and for quality assurance. The main goal is to improve mygoalin for giving an optimal learning assistant.

3 Methods

The qualitative content analysis according to Mayring [15] is intended as a satisfaction analysis to identify user-friendliness and suggestions for optimization. For this, a group of students is asked to perform mygoalin and to critically evaluate it afterwards.

3.1 The Online Self-assessment Mygoalin

Mygoalin is based on theories of cognitive and humanistic psychology as well as established models of self-regulated learning [16]. The new theoretical cyclical 4-layered model of mygoalin includes two state-like layers the cognitive and metacognitive strategies, as well as two trait-like layers motivation & resource management as well as personal styles & characteristics. In addition, it demonstrates a processual character with the pre-actional, actional and post-actional phases. Mygoalin corresponds to a online self-assessment, which functions as a questionnaire with nine scales (memorization, elaboration, organizational strategies, planning & control, monitoring & evaluation, time management, interest, accuracy and discipline). In total, the online tool counts 81 concise items measuring nine scales. The response format corresponds to an analogue scale (continuum with two poles). After having accomplished mygoalin, the testee receives personal feedback, which includes improvement-strategies if the score is under average.

Quality Criteria. Different quantitative data analyses reveal that mygoalin meets the main quality criteria objectivity, reliability and validity [17]. Mygoalin is objective because it corresponds an instructor-free online-environment and the automatic individual feedback is based on norms. Moreover, reliability (Cronbach’s alpha) vary between $r = .621$ and $r = .878$ for the main scales. The results of external validity-studies show as expected, that strong students give less variation in their performance than weaker students. Moreover, successful students report an increased use of certain strategies, greater interest, more discipline and stronger internal success attribution, as well as more effort and motivation than the less successful.

A stepwise regression analysis ($N = 203$) reveals that the three predictors discipline, internal success attribution, and planning & control explain 26% of the variance of the students’ grades ($r = .511$) [17]. This indicates a successful analysis of external criterion validity leading to similar results as a previous study [18].

3.2 The Procedure for Qualitative Content Analysis in Theory

The central idea of the qualitative content analysis according to Mayring [15, 19] is to start from the methodological basis of a Quantitative Content Analysis in a classic way.
but to conceptualize the process of assigning categories to text passages as a qualitative-interpretive act, following content-analytical rules. The reduction occurs by developing a category system, which preserves the essential content and gives an image of the basic material. This is carried out with the help of a content-analytic process step by step model. Thus, the rule-based approach makes the method of qualitative content analysis systematically and intersubjective comprehensible [20], whereby different reviewers should arrive at the same result.

3.3 Description of the Sample and the Procedure in Practice

The source material for the qualitative content analysis was collected during an e-learning course Business Psychology Test Procedures at the Ferdinand Porsche FernFH in Wiener Neustadt in summer semester 2016. N = 67 students participated in this study. Of these, 42 were female and 25 males. The assignment consisted in filling out the online self-assessment mygoalin, reading the feedback and answering the two following questionnaires:

Q-A: What did you find appealing and why? How helpful did you find the feedback? Do you want to change your learning methods because of mygoalin and if so, what?

Q-B: What did you find less satisfactory and why? What did mygoalin not fulfill or what is missing in your opinion? Describe your suggestions for optimization.

The qualitative content analysis of the user-feedback includes the following steps:

Definition of the Analysis Technique. A combination of structuring by forming categories and summarizing the content is used by comparing and collecting main individual statements. Since the source text material (original comments) corresponds to a continuous text, this is checked for relevant text passages or contents. Particularly interesting phrases are defined as coding units (first reduction). Afterwards a binding of similar coding units with similar statements (second reduction) lead to the output of a certain amount of paraphrased main statements.

Inductive Definition of Categories. After having analyzed 20% of the source text material an inductive category formation occurs, and the two main content categories I elements, and II review type were defined. Afterwards all original comments are additionally examined for the content categories I elements (MY = mygoalin in general, IN = Instruction, DD = Demographic Data, IT = Items, RS = Response Scale, SC = Scales, FB = Feedback, IS = Improvement-Strategies) and II review type (POS = Positive, NEG = Constructive Criticism, OP = Suggestion for Optimization).

Quantitative Analysis of the Contents (Frequencies). For each category I and II, the number of main statements (frequencies) were counted (see - Table 1).

Procedure for Qualitative Analysis and Conclusions. Since all basic material relate the same categories I and II, the paraphrasing of main statements is done in sub-steps:
The main statements are checked for redundancies and, if necessary, one of two identical statements mentioned by the same person is deleted (e.g. *mygoalin is helpful* and *mygoalin was a support*).

All main statements that do not say more in substance than the category itself (e.g., *the response scale was good*, RS POS) are not suitable for a differentiated content analysis and are therefore excluded.

The binding of similar coding units (assigned to the same categories I and II) works as follows: e.g. the individual statement IN POS *The instruction is clear and comprehensible*, as well as IN POS *The instruction was understandable and left no questions open* becomes the main statement IN POS *The instruction is clearly understandable and comprehensible*.

The paraphrased statements were counted and are presented in the following chapter (the frequency shown in brackets).

Those paraphrased statements, which were frequently made by more than five students, are evaluated and considered in the optimization and development of *mygoalin*.

### 4 Results

The user-feedback of $N = 67$ students were analyzed and a total of 988 statements were recorded. Table 1 gives a summary of all counted paraphrased statements for questionnaire A and B (QA and QB). Percentages always refer to the same category (except in the Total column).

<table>
<thead>
<tr>
<th>II Review</th>
<th>Positive</th>
<th>Negative</th>
<th>Optimization</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>I Element</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MY</td>
<td>195</td>
<td>61</td>
<td>28</td>
<td>284</td>
</tr>
<tr>
<td></td>
<td>68.66%</td>
<td>21.48%</td>
<td>9.85%</td>
<td>28.5%</td>
</tr>
<tr>
<td>IN</td>
<td>15</td>
<td>–</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>93.75%</td>
<td>–</td>
<td>6.25%</td>
<td>0.02%</td>
</tr>
<tr>
<td>DD</td>
<td>1</td>
<td>6</td>
<td>7</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>7.14%</td>
<td>42.86%</td>
<td>50.00%</td>
<td>1.4%</td>
</tr>
<tr>
<td>SC</td>
<td>12</td>
<td>11</td>
<td>8</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>38.71%</td>
<td>35.48%</td>
<td>25.80%</td>
<td>3.1%</td>
</tr>
<tr>
<td>IT</td>
<td>70</td>
<td>43</td>
<td>14</td>
<td>127</td>
</tr>
<tr>
<td></td>
<td>55.12%</td>
<td>33.86%</td>
<td>11.02%</td>
<td>12.7%</td>
</tr>
<tr>
<td>RS</td>
<td>65</td>
<td>13</td>
<td>8</td>
<td>86</td>
</tr>
<tr>
<td></td>
<td>75.58%</td>
<td>15.12%</td>
<td>9.30%</td>
<td>8.6%</td>
</tr>
<tr>
<td>FB</td>
<td>218</td>
<td>87</td>
<td>27</td>
<td>332</td>
</tr>
<tr>
<td></td>
<td>65.66%</td>
<td>26.26%</td>
<td>8.13%</td>
<td>33.3%</td>
</tr>
</tbody>
</table>

(continued)
More than half of the statements (604) are positive comments (60.5%), which suggest that mygoalin seems to be useful for self-reflection. 262 (26.3%) correspond to critical statements and 132 (13.2%) statements suggest optimization for mygoalin.

Also, mygoalin in general (MY) counts more positive (195, 68.66%), than negative statements (61, 21.48%). In comparison, rather few concrete suggestions for optimization are given (28, 9.85%). The critical remarks regarding mygoalin apply to the slight adaptability to individual framework conditions (9) and the perceived superficiality (6). This could be remedied by a modular design which relates to the demographic data, thus age and learning experience require certain items and feedback variants including also suitable reference samples.

While the instruction (IN) almost exclusively gets positive comments (15, 93.75%), the needed demographic data (DD) should be referenced to the route guidance of the data entered, because there are a few critical statements (6, 42.86%).

Also, the main scales (SC) show a small amount of positive (12, 38.71%) and negative statements (11, 35.5%) thus no optimization seems needed.

The items (IT) become rather positive (70, 55.12%) than negative (43, 33.86%) statements. A group (21) describe the items explicitly as understandable, clear, precise, accurate, comprehensible and easily answerable. However, they are also criticized as falsifiable (8). The falsifiability of questionnaire data is a fundamental dilemma [21]. However, since the questionnaire is for self-reflection and not for personnel selection, this critical point does not seem particularly relevant. Nevertheless, at the beginning of mygoalin, the goal of self-reflection and the subsequent target agreement should be underlined. Another criticism of some students (8) concerns repetitive and similar questions. During the construction process, great care was taken to ensure that specific questions were formulated. Moreover, content validity involving experts was conducted.

The response scale (RS) is described almost exclusively positive (65, 75.58%), as it allows free, accurate answers while being pleasant and intuitive to handle. Since this answer format does not correspond to a classical Likert scale but to an innovative approach, the user-feedback is more pleasing to this answer format than expected.

Most of the statements concern the personal feedback (FB) to the students (332, 33.3%). Of these, 218 (65.66%) the majority is positive and 87 (26.26%) are critical comments, but only 27 (8.13%) of these contain suggestions for optimization. The feedback is helpful as self-appraisal for many students (26), convincing (16), helpful and valuable (16) graphically appealing, easy to grasp (10), detailed (9), instructive (9), understandable (9), great (7), clear (7), appealing in content (6) and helpful because it

Table 1. (continued)

<table>
<thead>
<tr>
<th>II Review</th>
<th>Positive</th>
<th>Negative</th>
<th>Optimization</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>IS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>41</td>
<td>39</td>
<td>108</td>
</tr>
<tr>
<td></td>
<td>25.93%</td>
<td>37.96%</td>
<td>36.11%</td>
<td>10.8%</td>
</tr>
<tr>
<td>Frequencies</td>
<td>604</td>
<td>262</td>
<td>132</td>
<td>998</td>
</tr>
<tr>
<td>Total</td>
<td>60.5%</td>
<td>26.3%</td>
<td>13.2%</td>
<td>100%</td>
</tr>
</tbody>
</table>

MY = mygoalin in general, IN = Instruction, DD = Demographic Data, SC = Main Scales, IT = Items, RS = Response Scale, FB = feedback, IS = Improvement-Strategies.
shows strengths and weaknesses (6). However, for a small number of students (12), the feedback is too unspecific or insufficiently detailed and therefore the weaknesses cannot be understood (12). Therefore, in the presence of weaknesses, mygoalin should describe why this may be and how one can counteract this problem. Mygoalin is unlikely to offer interesting news to already mature students with a deep self-reflexion (9). As a concrete reminder for all students, mygoalin should summarize the top 3 strategies for the ideal learning strategist.

Concerning the improvement-strategies (IS) only those students who reached an under average score in a certain scale, received a list of relevant strategies. However, 28 (25.93%) students show positive and 41 (37.96%) negative statements. Some people (8) describe it as helpful and meaningful. The criticism primarily refers to the fact that these strategies and techniques are not displayed, when the participant reaches an average or even better score (14). In addition, they do not contain any concrete instructions (5) or examples (5) of how to do it better. Therefore, these learning methods should be accessible to every user. Beyond that, concrete instructions and examples of techniques should be given in mygoalin.

5 Conclusion

Qualitative content analysis leads to certain insights for an optimization of mygoalin. The new online tool should maintain a modular structure: in the user profile (module profile) the demographic data (age, success and learning experience) should determine question groups and the selection of reference tables. After the processing of the self-assessment mygoalin, there should follow a goal agreement (module goal), in which the students can set their personal targets. In addition, to improve, all students should be given access to the module strategies, which comprise different methods and learning techniques together with concrete instructions and examples. Moreover, all participants should get information about the top 3 strategies, which influence success. Mygoalin is the result of technological innovative times, corresponding to the trend of individualization. It satisfies the need for counseling and, in the sense of globalization it is a platform. This study shows the positive and critical points of this online tool. However, mygoalin will be optimized to be used by students as a helpful self-assessment for a self-reflection about their way of self-regulated learning. Exclusively an evaluation is missing concerning the analysis of the effects of mygoalin on the learning performance. Therefore, future research should focus on this issue.
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Abstract. DramaBot, a platform for implementing drama techniques using robot actor that support the learning and teaching of non-technical school subjects, is presented. This platform provides non-programmer students and teachers with an easy-to-use programming environment that allows the intuitive creation of theatrical scripts for robot actors. Additionally, DramaBot enriches the script performance by adding an emotional interpretation of the defined users’ actions and by also producing emergent emotional and life-like behaviors. The design of the architecture of DramaBot is based on multi-agent system (MAS) approach. The Agent-Oriented Programming based on Organizational Approach methodology (AOPOA) is used to design the multi-agent system of DramaBot architecture. After applying the AOPOA methodology, it was found that DramaBot has three main types of agents: Script Agent, Director Agent, and Actor Agent. The Actor Agent is mapped to be implemented a Belief-Desire-Intention (BDI) architecture that includes four subsystems: belief, cooperation, motivation, and action subsystems. In this paper, the agent design process and the Actor Agent architecture are presented.
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1 Introduction

Educational robotics has shown a great potential to enrich and enhance learning and teaching experiences [3, 5]. However, despite the potential of robotics in education, the scope and impact of robot-based activities have focused mostly on mathematics, physics, computer science, and foreign language subjects [3]. Few studies focus on expanding the use of robotics in other areas of knowledge, such as music, history, biology, human anatomy, and emotional intelligence [10, 12]. Dramatizations with robot actors can be a strategy to integrate educational robotics into the learning and teaching of non-technical school subjects [4]. The familiarity of teachers and students with drama techniques such storytelling, role play, and forum theatre may facilitate the use of drama with robots to support the developed the topics of non-technical subjects. However, it is essential to provide to non-programmer teachers and students of a hardware and software platform
that enable the intuitive creation and performance of theatrical plays. The educational use of dramatizations with robots is a recent research area [4]. Most of the applications on robotic theater focus on entertained field and social robots research [6]. Therefore, there are great research opportunities in the design of educational robot actors and programming environments to create and control theatrical scripts.

This paper presents the design of a multi-agent architecture called DramaBot for implementing theatrical plays with robots in educational settings. DramaBot is an improvement to the previous architectures developed and implemented by our research group SIRP-SIDRe [1, 15]. This new architecture focuses on the educational field and non-programmer users, which added new requirements in the architecture design. The paper is structured as follows: Sect. 2 shows the potential of dramatization with robot actors to enrich and enhance learning and teaching experiences. Section 3 analyzes the requirements that should meet a platform for implementing drama techniques with robots in educational settings. In Sect. 4, the design of DramBot is presented. The description of the identified agents and the general structure of the Actor Agent are introduced in Sect. 5. Finally, the conclusions and future work are given in Sect. 6.

2 Drama-Based Activities with Robots

Drama strategies such as role play, forum theater, hot seating, the mantle of the expert, and storytelling, are well-established pedagogical tools that support teaching and learning processes. Drama-based activities provide rich opportunities for students to collective knowledge building and foster skills such as teamwork, collaboration, creativity, communication, negotiation, critical thinking, decision-making, and, solve real-world problems. Drama-based activities can be used across the school curriculum to actively involve students in their own learning process actively. Drama activities also are ideal for cross-curricular learning [2].

The potential of drama in education can be increased through the integration of drama activities and educational robotics. The implementation of drama strategies using robots as actors of the play can provide students meaningful and relevant learning contexts that attract and keep students interested and motivated in the learning process [4, 11]. The use of robots in education has shown a great potential to enrich and enhance the learning experience. For example, the motion, behaviors, and appearance of robots can promote learning through analogies or metaphors. A robot can help students in understanding concepts that are abstract or unfamiliar by comparing them with behaviors and appearance of the robot [3, 5]. In the context of the educational drama, a robot actor can be a valuable tool for students to express their feelings, emotions, needs, and ideas without fear of being judged or criticized. A robot actor could also facilitate the expression of shy or introverted students, who do not enjoy performing in front of classmates [4].

The implementation of drama techniques with robot actors can be divided into four steps: The first step is planning the dramatization with robots, the topic of the dramatization with robots is selected. Then, a drama technique (e.g., role play, pantomime, forum theater, narration) to develop the selected topic is chosen. Subsequently, students develop the story of the theatrical play. It involves defining characters and
their features, the main events in the story, and the places where these events take place. The constructing of the theatrical stage and customizing the robot actors is developed in the second step. The third step is to create the theatrical script that robot actors will perform. The last step is presenting the dramatization with robots to the class and performing a reflection activity. The process of theatrical script creation can be seen as a robot programming process. If a teacher or student does not have programming experience, the script creation could be a challenge. It is necessary to provide non-programmer teachers and students a tool that facilitates the creation of the theatrical script for robot actors. In the next section, the requirements of a platform that allows implementing drama with robots are analyzed.

3 Requirements of a Platform to Implement Educational Drama with Robots

In order to facilitate the use of drama with robots to support non-technical school subjects, it is essential to provide to non-programmer teachers and students of a hardware and software platform that allows the intuitive creation and performance of theatrical plays. Through a literature review and analysis of users’ perceptions were identified the following requirements that a platform for implementing theatrical plays in educational settings should meet [4]: intuitive programming, multiple robot actors, believable characters, and interactive plays.

In the context of learning and teaching of non-technical school subjects, most of the teachers are non-programmers. In consequence, the platform for robotic drama should have a script-authoring environment (software) that allows non-programmer users to create and control dramatizations with robots intuitively. In most cases, the theatrical plays involve more than one character. Thus, an architecture for robotic drama should support multiple robot actors (hardware). The robot actors should be able to interpret believable characters in order to help the audience to understand what the character wants to convey and to identify its inner state. Additionally, believable robot actor behaviors can help capture the students’ attention and help students to engage with the characters and their situations. According to the above, a platform for dramatization with robots should produce believable robot behaviors that are coherent with the character features and with the theatrical script description [4, 13, 14]. Moreover, this platform should generate life-like behaviors in the character because a character motionless give the feeling that it has no life. Finally, the platform should also be able to manage interactive scripts based on audience feedback. Interactive dramatizations could provide a valuable medium to reinforce learning, to adapt the play to the learning needs of students, and to monitor learners’ progress and achievement [16]. Based on the identified requirements, a platform called DramaBot is proposed. The following section presents the design of DramaBot architecture using the multi-agent system approach.
4 Design of DramaBot Architecture

The design of DramaBot architecture is based on the MAS paradigm, which allows analyzing and modeling a problem as a society of rational agents that interact and cooperate to solve it. AOPOA methodology developed by SIDRe research group of the Pontificia Universidad Javeriana, Bogotá, Colombia, is used to design the MAS [9]. AOPOA provides a systematic procedure for designing a MAS based on a hierarchical decomposition of roles, which can be obtained through decomposition process of the objectives of the system. Each role is responsible for achieving a set of individual objectives by taking advantage of their skills and using the resources available in their environment.

The first step of the AOPOA methodology is to identify functional and non-functional requirements. The functional requirements are actions that the architecture must do. For example, DramaBot has the following functional requirements: (1) configure the theatrical play, (2) create theatrical scripts with one or more storylines intuitively, (3) interpret and enrich the theatrical script, (4) configure the robot actor platforms, (5) execute the theatrical script, and (6) manage scripts with multiple storylines. The non-functional requirements describe properties or qualities that a system must have to be acceptable to users. For example, DramaBot should be friendly, attractive and easy to use for non-programmer students and teachers. The platform should also be modular and flexible, allow the control of the script execution in real time, and have multi-language support.

The second step is to analyze the functionalities that are expected from the system and register them in use case diagrams. Use cases show how external entities such as people or things interact with the system. According to the use case diagram is shown Fig. 1, three types of users interact with DramaBot: non-programmer users, audience, and programmer-users.

The third step is to identify the general objectives of DramaBot based on previous analysis of functional and non-functional requirements and use cases. The objectives of the DramaBot architecture are also shown in Fig. 1.

The fourth step is to determine the abilities, external resources, and external entities that are required to achieve each goal. An ability refers to capacity, talent, or knowledge necessary to perform a task; for example, obtaining and interpreting environment information, determining actions, communicating with others, working cooperatively, and acting on the environment. In the case of DramaBot, the external resources that are necessary to meet the identified goals include the theatrical play configuration data, the theatrical script information, and the theatrical stage description. These resources can be obtained from external entities such as programmer users, non-programmer users, and the audience.

The fifth step is to identify the tasks and grouping these task into roles. Each task is characterized by the set of abilities and external resources required to meet the goal. Once the tasks are identified, they are grouped into a single role that represents the MAS and this role will be responsible for its implementation. Later, the role is
decomposed into other roles to reduce the complexity of the tasks performed by this role (see Table 1). It is important to group similar tasks to eliminate dependencies or resources conflict.

![Use case diagram](image)

**Fig. 1.** Use case diagram

<table>
<thead>
<tr>
<th>Role</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMA</td>
<td>Implement a robotic drama</td>
</tr>
<tr>
<td>Role 1-script information manager</td>
<td>Request and receive the necessary information that comes from the user to generate the script and configure the play</td>
</tr>
<tr>
<td>Role 2-script execution manager</td>
<td>Receive the necessary information that comes from the user to control the script performance</td>
</tr>
<tr>
<td>Role 3-play manager</td>
<td>Configure robot actors and coordinate the script execution</td>
</tr>
<tr>
<td>Role 4-audience manager</td>
<td>Get audience feedback to select the storyline of scripts with multiple storylines</td>
</tr>
<tr>
<td>Role 5-actor manager</td>
<td>Follow and enrich the script</td>
</tr>
<tr>
<td>Role 6-beliefs manager</td>
<td>Manage agent information about his environment, the other agents, and his own internal state</td>
</tr>
<tr>
<td>Role 7-cooperation manager</td>
<td>Manage communication with other agents</td>
</tr>
<tr>
<td>Role 8-motivation manager</td>
<td>Select what action the actor should perform</td>
</tr>
<tr>
<td>Role 9-action manager</td>
<td>Plan and execute the selected action</td>
</tr>
</tbody>
</table>

**Table 1.** List of roles of the MAS
The role analysis allowed identifying three types of agent: Script Agent (roles 1, 2), Director Agent (roles 3, 4) and Actor Agent (roles 5–9). The description of the identified agents and the general structure of the actor agent are introduced in the following section.

5 Characterization of Agents

With the analysis performed, three agents are identified: Script Agent, Director Agent and Actor Agent (see Fig. 2). These agents are described below.

![Fig. 2. DramaBot architecture](image)

5.1 Script Agent

This agent is responsible for obtaining from the user the information related to the theatrical script, the play configuration, the robot platform features, and the actions mapping between the actors and the robot platforms. Through an intuitive script-authoring environment, non-programmer users provide information about the characters and their features, the cast of actors, and the theatrical stage. In this interface, users also create the theatrical script, where they specify which characters perform the action, what action they take and their attitudes, where the actions take place on the stage, and when actions happen. Another task of this agent is to obtain the commands to control the script execution (e.g., start, pause, stop the script performance) and the audience feedback that is used to manage the scripts with multiple storylines. The Script Agent sends the obtained information to the Director Agent.

5.2 Director Agent

Using the information provided by the Script Agent, the Director Agent informs each Actor Agent the assignment of the characters, the character’s features, the theatrical
script information, the theatrical stage description, the robot features and the mapping of actor actions to robot actions. The script execution is decentralized, that is, the Director Agent does not intervene in the way of executing the script. Each actor agent is responsible for synchronizing their actions with other actors. During the script execution, the Director Agent manages scripts with multiple storylines using the audience feedback and sends to Actor Agents the events related to the theatrical script execution.

5.3 Actor Agent

This agent is responsible for interpreting, enriching and executing the theatrical script. There are two ways in which an Actor Agent may enrich the script execution: the first one is to modulate the character’s actions based on its emotional state; for example, if the character is sad, the actor’s walking speed will be slow. The second one is to produce emergent emotional behaviors and emergent life-like behaviors (like breathing and blinking) that are not specified in the theatrical script; for example, if a character has a very high level of happiness, an emergent emotional behavior, such as a hooray sound, could be activated.

The role decomposition process allowed to identify that the Actor Agent has four subsystems (see Fig. 2):

- **Belief Subsystem** manages the knowledge or beliefs of the Actor Agent about the world, other actors, and itself. These beliefs come from the sensory readings, the theatrical script, or messages that are received from other Actor Agents.
- **Cooperation Subsystem** manages communication with other Actor Agents and with the Director Agent. Through this subsystem, the actor agent can synchronize actions and manage shared resources (e.g., theatrical stage).
- **Motivation Subsystem** deals with the deliberative process of the Actor Agent. The deliberation is based on BDI paradigm. The beliefs can activate one or more goals of the agent. The goals that the agent will carry out are selected according to an objectives prioritization and a resource conflict analysis [8]. The goals are categorized into five priority levels: At the survival level (high priority) are goals that are essential for the personal care and protection of the agent. At the obligation level are rules and norms that the agent must follow according to its context. At the opportunity level are goals that directly linked to the general objective of the system. At the facilitating level are goals that allow reaching the preconditions that should meet to activate opportunity objectives. Finally, at the life-like behaviors level (low priority) are goals that produce emergent life-like behaviors.
- **Action Subsystem** is responsible for executing the selected goal by the motivation subsystem. Action Subsystem creates a step-by-step plan with actions that allow the actor to achieve the selected objective. This subsystem is also responsible for giving an emotional interpretation to the actions of the robot through the manipulation of the parameters of the action (e.g., walking speed).
6 Conclusions

This paper presented a multi-agent architecture for creation and performance of theatrical plays in educational settings. Most of the components of the proposed architecture are being implemented in BESA (Behavior-oriented Event-Driven Social-Base Agent) framework was selected for the architecture implementation [7]. Currently, we are implementing an intuitive interface that allows programming robot actors through the narration of the actions of the characters using commands in natural language and connecting words. For the design of this software, two experiments were carried out. In a first experiment, the children created a script using blocks with natural language commands that describe the actions (i.e., speak) and the inner state (i.e., happy) of the character. The greatest difficulty for children was to express concurrent actions. In a second experiment, blocks with connectors such as “at the same time” and “after that” helped the children to synchronize simultaneous and sequential actions. The next step is to validate whether the architecture meets the design requirements and the user needs through the measurement of the level of usability and the learning outcomes.
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Abstract. Digital literacy and computer skills are considered a fundamental part of citizen education in Europe. University courses in general assume that the first year students possess adequate computational background and abilities. But unfortunately this is not always the case: freshmen experience troubles in analysing and solving problems with computation tools, in particular by means of programming activities. Therefore, it is an imperative task to find strategies that can mitigate initial difficulties and balance background deficiencies. In this work, we consider the effect of the eXtreme Apprenticeship teaching methodology and analyse the role of sex and background.
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1 Introduction

1.1 Informatics Education

Informatics Education should be a fundamental part of students instruction: a recent joint report by ACM and Informatics Europe \cite{6} stressed that “citizens need to be educated in both digital literacy and informatics”. Many European countries have already developed programs to introduce “digital skills” and “computational knowledge” starting from primary school or even earlier. Nevertheless, in many cases we are dealing with pilot projects, and it is under discussion which contents should be developed and also the didactic approach.

The general relevance of the scientific and educational importance of certain aspects of informatics has been emphasised in several works starting from the seminal papers about algorithmic thinking \cite{5} and computational thinking \cite{9,18}.  
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Many projects focused on the development of the abilities included in the so-called computational thinking and in particular on problem analysis and solving, and on solution coding. Several implementation of these activities have been carried out in secondary school, and frequently these activities got a positive welcome and achieved successful outcomes (see, for instance, [13]).

1.2 Antecedents for a Good Performance in Programming

Performance in programming is connected with a series of antecedents which could help in the prediction of individuals’ strength and difficulties in this area [12]. One of the most important antecedents is algorithmic thinking [3], that is the thought process towards formulating the steps that leads to the desired result [7,8]. Algorithmic thinking involves many basic skills, such as, for instance: reading comprehension, critical and systemic thinking, cognitive meta-components identification, planning and problem solving, creativity and intellectual curiosity, mathematical skills and conditional reasoning, procedural thinking and temporal reasoning, analytical and quantitative reasoning, as well as analogical, syllogistic and combinatorial reasoning. University curricula assume that students have a good confidence with digital software tools and hardware devices; moreover, it is not infrequent that through their academic life students have to make use of software tools that implicitly assume familiarity with the computational skills described above [15].

Exploring the conjoint effect of algorithmic thinking, teaching methodology and educational background in predicting a good performance in programming could be an interesting research topic, useful to define a more fruitful teaching and learning experience. The aim of this study is to test the relationship between some basic skills, connected with algorithmic thinking, and performance in programming in a group of university students. We also explore the role played by a specific teaching methodology - i.e. a lightened version of eXtreme Apprenticeship (XA) [16,17] - in enhancing this hypothesized relationship. At the same time, we also explore whether sex and educational background as well could have and effect in modifying the relationship between the basic skills and the performance in programming. We know that students’ cultural background could impact the effectiveness of teaching programming. This cultural background, connected with the educational experience during the secondary school, could also define in some way the possibility to achieve good results in programming, even if the gap between humanities-oriented and sciences-oriented students. We conjecture that this difference can be reduced using XA methodology [14]. Finally, we explore the role of sex in the mentioned relationships, to verify whether male and female students showed the same pattern of relationship between algorithmic thinking and performance in programming.

1.3 The Case Study

In this work, we focus on the experience of first year students attending the course of “Computer Programming with Laboratory” which is a compulsory
course in the first year for a bachelor curriculum in Applied Mathematics at the University of Verona (Italy). We applied the eXtreme Apprenticeship teaching methodology [17] in an adapted form, inspired to some experiences of a Bozen University team [1,2,4]. For this study the students of two different academic years has been considered. The students mainly come from Liceo, a kind of school that specifically prepares for university studies; also most of them choose to follow a science-oriented curriculum. Even if informatics is included as a subject in all curricula, it is treated in general as a marginal subject. Hence most of the students have just a pale idea of computational tools, both as a mental methodology and as a software device. In the first part of the course (roughly the first three months) we are required to deal about the difficulties of neophytes and the possible boredom of veterans. So we decided for an introduction to programming (algorithmic problem solving and coding) putting an emphasis on practical activities with a special attention to the programming style in conjunction with a rigorous analysis and characterisation of problems.

The practical activities are organized as follows:

- every week some exercises of increasing difficulty are proposed and partially developed in the computer laboratory with the support of some tutors;
- the support consists in suggestion and detection of errors, but in general no solution for the exercises is provided;
- a part of these exercises is submitted by students through a Moodle platform for evaluation and feedback;
- the laboratory staff (teacher, assistants and tutors) provide also further direct support to improve the solutions.

2 Method

2.1 Participants

Participants were 80 university students (50% female, mean age = 19.49 years, SD = 1.47). Considering their educational backgrounds, 50 students (62.5%) attended a scientific/technical high school (ST), 11 students (13.8%) attended an economic-business high school (EB), and 7 students (8.8%) attended a humanistic-artistic high school (HA). For 12 students this information was missing.

2.2 Procedure and Measures

Data were collected between October and December 2016 and 2017 during normal class. The research was conducted in the context of a larger project about the influence of some psychological characteristics (e.g. creativity, emotions and motivations) on programming performance [10,11].

All the students voluntary signed the informed consent form for participation. At the beginning of the course, the students had to take an entry test (TEST00) assessing basic skills connected with algorithmic thinking. After two months,
students took a second test (TEST01) divided in two sections: the first one
was a theoretical test on basic general notions about programming; the second
part consisted of three exercises about problem comprehension and specification,
algorithms understanding, coding and errors correction.

**TEST00: Algorithmic Thinking.** The entry test was used to assess basic algo-
rithmic skills and consists in 4 exercises, proposed on-line through Google Forms:

1. characterization of an informally described problem;
2. comprehension of an informal algorithm;
3. completion of an informal algorithm;
4. detection of errors in an informal algorithm.

All exercises are described in natural language; also algorithms are described
in a sort of natural language pseudo-code that requires no previous technical
knowledge. The answers of students are provided through multiple choices or
short text. Entry test scores were standardized to be in the interval from 0 to 1.

**XA: Evaluation During XA.** As described above, XA practice consisted in a
set of practical activities, and at the end of each activity students were asked
to deliver an exercise that summarizes the covered topics. In the considered
period we assigned 3 of such exercises and the final value is the average of the
assessments in the three exercises. On the basis of this score, students has been
divided in three groups, using percentiles (from 1st to 33rd percentile = Low
level of XA; from 33rd to 66th percentile = Medium level of XA; from 66th to
100th percentile = High level of XA). Only the two extreme groups (low level
and high level of XA) has been considered for the moderation analysis. This
measure gives us an idea of the actual effectiveness of the XA methodology.

**TEST01: Performance in Programming Task.** The test consisted of two parts: a
general, theoretical section in which the knowledge of fundamental notions was
verified; a practical, programming section, where students had to solve some exer-
cises of increasing difficulty about programming competences and problem solv-
ing skills. Class performance was operationalized in terms of the score obtained
in the two different parts of the partial exam: the theoretical score (TH), and
the programming score (PR). Performance scores were standardized to be in
the interval from 0 to 1.

**2.3 Data Analysis**

We calculated descriptive statistics, inter-correlations, and $t$-tests and ANOVA
using SPSS version 21.0 for Windows; effect size was evaluated with Cohen’s $d$.
We ran moderation analyses using AMOS.
3 Results

3.1 The Effect of XA, Sex, and Educational Background

A first analysis concerns the effect of XA effectiveness on performance. Two one-way ANOVAs were run, one using TH as the dependent variable and one using the PR. The Independent variable was the evaluation during XA, with three levels (low, medium, high). The effect was significant both for TH (F(2,77) = 24.6, p < .001) and PR (F(2,77) = 20.3, p < .001). Post-hoc comparisons using Bonferroni’s correction revealed that the low XA group performed worse than both the medium and the high XA groups in TH (low XA: M = .54, SD = .15, N = 26; medium XA: M = .76, SD = .17, N = 30; high XA: M = .83, SD = .12, N = 24). The effect size for both the significant difference was large (low vs medium: d = 1.37; low vs high: d = 2.13). Considering the performance in PR, all the three groups performed significantly differently (low XA: M = .34, SD = .20, N = 26; medium XA: M = .53, SD = .19, N = 30; high XA: M = .68, SD = .24, N = 24). All the effect sizes were large (low vs medium: d = .97; low vs high: d = 1.58; medium vs high: d = 0.711).

In a second step, we analysed the effect of sex on performance. No significant effect was found. Male and female students performed in the same way, both on TH (male students: M = .69, SD = .21; female students: M = .73, SD = .17) and on PR (M = .21, SD = .24).

The last analysis considered the potential effect of educational background on performance. No significant effect was found for TH (ST: M = .73, SD = .20; EB: M = .61, SD = .13; HA: M = .73, SD = .21). The effect on PR score was significant (F(2,65) = 4.308, p = .018), and the post-hoc analysis showed that the only two groups which performed differently on PR score were ST and EB (ST: M = .56, SD = .24; EB: M = .34, SD = .13; HA: M = .48, SD = .25). The difference was quite large: d = 1.12.

It is interesting to observe that the performance in the theoretical part was better than performance in programming (t(79) = 9.072, p < .001).

3.2 The Moderation Role of XA, Sex and Educational Background

First of all, we performed a path analysis, with TEST00 as the predictor and the two scores, TH and PR, as the dependent variables. TEST00 significantly predicts both TH and PR. It is important to note that TEST00 explains a larger amount of variance for PR than for TH (27% vs 8%). This means that this initial test is a better predictor of the programming performance than of the theoretical performance.

No one of the three moderators added to the base model had a significant effect. Nevertheless, regression coefficients changed in the different groups, as shown in Figs. 1, 2 and 3.

Looking at the XA as a moderator of the relationship between TEST00 and performance (Fig. 1), for the low XA group TEST00 was not a predictor of performance, while for the high XA group TEST00 predicted PR performance.
Fig. 1. XA as a moderator

Fig. 2. Sex as a moderator

Fig. 3. Background as a moderator
Considering sex (Fig. 2), TEST00 was a stronger predictor for female students than for male ones. Actually, it was not a predictor of TH for male students.

The last moderation effect explored in this study concerns the educational background, that is which kind of high school students attended before enrolling at the university. As it is possible to see in Fig. 3, TEST00 was a stronger predictor for students with a humanistic/artistic educational background than for the other kind of schools.

4 Conclusion

These results show that a good level of effectiveness of XA, assessed with the evaluation during the XA experience, is connected with a good level of performance in programming, both for a theoretical test and for a practical test. On the contrary, nor sex neither educational background showed any effect on the performance. Data only revealed a difference in programming performance between students coming from scientific/technical high school and students coming from economic-business high school, with a better performance of the first group.

Considering the conjoint effect of algorithmic thinking, teaching methodology and educational background in predicting a good performance in programming, the first important result is that algorithmic thinking predicts performance, both in the theoretical test and in the programming part, with a larger amount of explained variance for the second test. Even if no one of the other three variables added one at a time to the model had a significant effect, it can be noted that algorithmic thinking predicts performance only for the group with high level of XA effectiveness, and only considering the programming part. Furthermore, the predicting value of algorithmic thinking was stronger for female students than for male students, both for the theoretical part and for the programming part. Finally, an interesting effect arises for educational background: scientific/technical students, as well as economic/business students showed the same pattern of relationship, with algorithmic thinking predicting programming score and not theoretical score, whereas humanistic/artistic students showed a different pattern, with algorithmic thinking predicting theoretical score more than programming score.

The limited number of participants did not allow to test all this variables at the same time, giving a real picture of the conjoint effect of all the considered potential predictors of a good performance in programming. For this reason, the research is still continuing, to gather new data. A promising research field connected with the same topic concerns a deeper understanding of the cognitive aspects of the programming abilities.

Finally, we are considering the possibility of an improvement of the XA methodology with a reinforced use of a partially automated on line support and an exploratory application for high school students.
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Abstract. Individual assessment is an important tool in this society. Tests can be created according to the Classical Test Theory (CTT) or to the Item Response Theory (IRT), the latter giving the possibility to build Computerized Adaptive Testing (CAT) systems. In such a context, the paper introduces the available systems for CTT, IRT and CAT, highlights the main characteristics that are taken as initial requirements for the design of a novel system, called UTS (UnivAQ Test Suite), whose architecture and initial functionalities are presented in the paper.
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1 Introduction

Individual assessment is an important tool in this society. It can be used for clinical diagnosis, for personnel selection, for vocational choice and in educational setting [21]. In the context of learning, assessment can essentially be divided into formative and summative assessment [18]. Formative assessment takes place at the end of a period of study and the results are used in order to determine examination outcome. Summative assessment instead takes place during a course as a means of checking on student learning, by the teacher or by the students themselves, in order to check on progresses. Classical assessment administration is based on the administration of tests, made up of several questions, in a paper-and-pencil format. On the other hand, online assessment is the method of using computers to deliver and analyse tests [15]. Within any assessment system, question types may vary. For example, questions may include short essay type questions, true or false type questions, or multiple-choice questions.

When limiting questions to have dichotomous or multiple-choice answers, they are usually called items and have been largely studied in psychometry.
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In such a context, tests created according to the Classical Test Theory \cite{12} (CTT) assign to an individual examinee an observed test score given as the unweighted sum of responses to test items, plus a casual error component. So, the examinee individual ability level is represented by this sum of correct answers. On the contrary, the Item Response Theory \cite{4,27} (IRT) states that the examinee’s probability of giving a correct answer depends on the interaction between two elements: a variable determining successful performance on a task, that is examinee’s ability and item parameters such as difficulty level, discrimination, and guessing \cite{2,14}. By taking advance of IRT, it is also possible an adaptive test administration, known as Computerized Adaptive Testing \cite{25,34} (CAT). In brief, a CAT system starts by administering items and by estimating the initial examinee’s ability. Then, further items are provided to the examinee, iteratively, until the examinee’s ability is estimated within a given precision. Adaptation relies in how the CAT system selects the items needed for the estimation.

Despite both online assessment systems, IRT and CAT are not a recent concept, the progresses in psychometric research and in computer science make the conceptual design, technical development and adoption of advanced online assessment systems still a current research topic (see, e.g., \cite{5,22}).

Therefore, the paper initially summarizes the state of the art concerning the process of assessment and the characteristics of the available systems, both under CTT, IRT and CAT (Sect. 2), then proposes an extensible architecture for performing both classical and adaptive testing (Sect. 3). The paper ends with a short discussion about the system and the future plans (Sect. 4).

2 Background

2.1 Online Assessment Systems

Online assessment systems usually focus on CTT and have their strength on the large variety of possible answers that can be used for the assessment. Among the many, in this short review we mention two well-known open-source solutions, i.e., TcExam \cite{1} and MOODLE \cite{11}.

TcExam offers a high grade of adaptability to a variety of utilization scenarios and can be expanded to include new functionalities. Its interface conforms to different standards and has been also successfully used by blind people. TcExam supports up to four basic question types, i.e., MCSA (Multiple Choice Single Answer – the examinee can only specify one correct answer), MCMA (Multiple Choice Multiple Answers – the examinee may select all answers that apply, ORDER (the examinee must select the right order of the alternative answers) and TEXT (free-answer questions, essay questions, subjective questions, short-answer questions, i.e., answers that can consist in a word, a sentence, a paragraph or a composition). It also supports different remote authentication methods that make TcExam easy to be included in existing organizations.

MOODLE is a complete e-learning platform, more than a specific online assessment system. Nevertheless, it has a modern and responsive interface, and its assessment system is extensible due to a plugin architecture. On the other
hand, it is a very large project, with many functionalities, which affect the sim-
plicity in creating and delivering tests.

As a further effort in this context, we also mention the MWBTS software [20]: developed within the University of L’Aquila, it has been used since 2006 by circa 30 professors and 4000 students/year. It can handle open, MCSA, MCMA, file uploads and code snippets as questions’ types. However, its interface is not responsive and suffer of all changes that took place over the years. However, this system actually represents the starting point of our project: starting from the lessons learned during its development and use, we decided to join our efforts and develop a fresh system, with an improved interface and architecture, with adaptive capabilities.

2.2 IRT and CAT

IRT has been thoroughly used in psychology. In contrast with classical psychological test – made up of a fixed number of items – IRT permits to build tailored tests starting from a collected set of items, known as item bank. Within this item bank, items are grouped according to their item parameter estimates to build as many tests as levels of ability. Difficulty level ($b_i$) is the ability level at which the probability of correctly answering the item is 0.50 (plus half the probability of correctly guessing the answer). Discrimination ($a_i$) is the item’s capacity to discriminate between examinees with different ability levels, and the guessing ($c_i$) parameter is the probability of guessing a correct answer for examinees with very low ability levels. One could model the item bank choosing how many item parameters have to be used. Three IRT models exist: the one parameter model or Rasch model (1PL, [33]); the two parameters model (2PL, [37]) and the three-parameters or Birnbaum model (3PL, [4]).

After fitting the best IRT model, items within the item bank are organized according to the IRT item parameter estimates. In this way, it is possible to select specific items for an examinee – given the most current information about the examinee’s proficiency and the items available in the pool – and therefore each examinee can have a tailored test. Such a process can be automatized within CAT systems. CAT improves measurement with respect to the classical test administration because (i) adopts the appropriate item response model, (ii) takes advance of an accurate item parameter estimate, (iii) uses a very large item bank and (iv) can use specific and efficient procedure for adaptive testing [39]. However, a drawback is that before administering items in a CAT format, it is necessary to create a large item bank. Initially, these items are administered in a conventional paper-and-pencil format and then calibrated, i.e., estimating the

![Fig. 1. Flowchart followed by a CAT system](juanjo_mena@usal.es)
Once one obtained the IRT parameters’ estimates, items are located within the item bank according to their item parameter estimates and how an item contributes to the examinee’s ability estimation.

A classical CAT algorithm consists of some basic components: (i) an item selection criteria for the first item; (ii) the scoring process of the examinee’s responses to obtain a location estimate; (iii) an item selection criteria for other items; and (iv) the stopping criteria so to end test administration. In details, see Fig. 1, a CAT system starts assuming that the examinee is of average ability. Other starting assumptions could be: (i) use ancillary information to have an initial ability estimate; (ii) randomly choose an initial ability estimate. Then, once an initial ability estimate is obtained, a first item is selected. If one has not information about individual ability level, an item with average \( b_i \) is chosen for a theta/ability level equal to 0. After the examinee’s answer, the item may be scored using several estimation method: the maximum likelihood (MLE), the expected a posteriori (EAP) and the maximum a posteriori (MAP) [31,37,38]. Once a new ability estimate is obtained, a new item is administered, so that it is the most informative within the item bank for the current ability estimate, or gives the greatest weighted information, or determines the greatest reduction in the variance of the posterior distribution. These phases are repeated until a stopping criterion is reached, usually based on Standard Error Estimation.

### 2.3 Systems for Adaptive Testing

Several commercial and open-source software are available for adaptive administration of tests. A brief review on them is reported below.

With regard to the commercial solutions, FastTest is a configurable assessment system through which it is possible to create and edit items, to assembly test forms and to create a package for adaptive administration [43]. Prometric is an environment that presents test delivery to testing organizations [6]. McCann Associates works on the development and distribution of assessment, certification, business intelligence, and personal development solutions. In adaptive learning and assessment, their platform offers different tests for diagnostic testing; in adaptive placement testing, their system supports administrators to place students in courses suited to their skill sets [29].

By focusing instead on open-source software, the leading platform is Concerto [36]. It permits to create online assessments with textual and graphical feedback, uses different R statistical packages [41] as back-end for all calculations and provides a modern user interface to the end users. IRT-CAT [23] is a system with limited functionalities, not under active development. In the specific context of online learning, CAT has been discussed in [35] to adapt the proposed learning material, in [17] to support formative evaluations in the SIETTE project (also available as a MOODLE plugin), in [30] it is seen as a potential component in MOOCs, in [32] to develop a flexible online platform, in [44] how to help solve several common problems encountered in educational settings, in [19] for the development and implementation of an adaptive testing system.
It is also worth noting the MIRT [9], mirtCAT [8] and catR [28] packages that provide IRT and CAT functions in R. The Open Source Computerized Adaptive Testing System (OSCATS) [45] is instead a C library that implements the IRT and item selection algorithms used in CAT. It provide ready-to-use code for running the CAT item selection and ability/classification estimation.

2.4 Summary

Table 1 summarizes the major characteristics of the systems mentioned above, in terms of the following characteristics:

**Question types.** If the questions include only dichotomous or polytomous answers, or other types of answer are available (e.g., open, file upload, code snippets);

**Flexibility.** It regards the testing strategy, how items are selected, and if different termination criteria can be chosen;

**Integrability.** If the system can interact with other systems, e.g., for import/export of data, as a plug-in in existing system;

**Development.** If the system is still under active development or not;

**Interface.** If the system offers at least a modern or even a responsive interface.

### Table 1. Characteristics of the reviewed systems, adapted and extended from [32].

<table>
<thead>
<tr>
<th>Question types</th>
<th>Flexibility</th>
<th>Integrability with other platforms</th>
<th>Under active development</th>
<th>Modern/ responsive interface</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dichotomous answers</td>
<td>Polytomous answers</td>
<td>Other</td>
<td>Testing strategy selection</td>
</tr>
<tr>
<td><strong>Online assessment systems</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TeExam</td>
<td>Y</td>
<td>Y</td>
<td>L</td>
<td>N</td>
</tr>
<tr>
<td>MOODLE</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>L</td>
</tr>
<tr>
<td>MWBTS</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td><strong>CAT systems</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Con certo</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>IRT-CAT</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>OSCATS</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>FastTest</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Prometric</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>McC ann</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td><strong>Learning systems with CAT support</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Salcedo et al</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>SIBITETE</td>
<td>Y</td>
<td>L</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>Huang et al</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Opp et al</td>
<td>Y</td>
<td>Y</td>
<td>L</td>
<td>Y</td>
</tr>
</tbody>
</table>

Such a characteristics are also the set of requirements of the system under development, called UTS (UnivAQ Test Suite) whose architecture is discussed in the next section.
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3 System Architecture

The overall UTS system architecture is depicted in Fig. 2. Its main blocks are (i) the actual web application, (ii) the artificial intelligence (AI) engine, (iii) the plugin engine, and (iv) the adaptivity engine. Each of them are briefly discussed below, with respect to the aforementioned requirements:

![UTS system architecture diagram]

**Web Application.** The web application follows the well-know MVC design pattern [24]. In our project:

- the views are developed by using PrimeFaces [40], one of the leading implementation of the Java Server Faces (JSF) standard, which will enable us to develop modern and responsive interfaces;
- the model relies on the EclipseLink implementation of the Java Persistence API (JPA) [16], which permits a seamless mapping between the Java classes and their persistence, independently from the underlying DBMS;
- the controller layer is implemented through Enterprise Java Beans (EJB) [3]. It interacts – besides with the view and model layers – also with LDAP directory servers for user authentication (to facilitate the integration of our system in existing companies or universities), and the AI, plugin and adaptiation engines which are discussed below in detail.

**AI Engine.** The AI engine is included in the architecture mainly for the automated grading of essay questions. The need for such a component is in connection with open questions or code-snippets questions. For example, within a course regarding the analysis of biomedical data through R held in the University of L’Aquila, students are required to issue R commands and provide
the correct interpretation of the results. The course is attended by more than 200 students and includes 17 code-snippets questions for summative assessment and 11 different exercises for formative assessment. Therefore, an automated method able to grade the answers could help the lecturer in screening the submitted answers and reduce the time for defining the final grades. It is worth noting that the task of automatic grading essay questions has been already discussed in the scientific literature. The majority of the approaches use natural language processing techniques to search for keywords in the essay with respect to the correct answer given by the evaluator. For instance, in [10] the authors compared different scoring methods, in [7] a case-based reasoning approach is proposed, in [26] the specific domain of programming languages is considered, in [13] an open-source automatic grading system is discussed. In our component, we aim at taking advance of the mentioned experiences and the advances in the related fields. Nevertheless, so far, this component is not developed yet;

![Screenshots regarding: login, users' management, IRT items' calibration and management](image)

**Fig. 3.** Screenshots regarding: login, users’ management, IRT items’ calibration and management

**Plugin Engine.** The plugin engine allows the system to be extended in terms of its functionalities, e.g., further types of questions. At the time of writing, the
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A plugin engine has been developed by taking advantage of the PF4J framework, but no plugins are available yet;

**Adaptivity Engine.** The adaptivity engine takes care of supporting all CAT functionalities within the system. Because of the need for fast calculations, we decided – similarly as for the Concerto software and given the experience of the authors in similar projects [42] – to implement it as a wrapper to R and the MIRT, mirtCAT and catR packages mentioned above. For example, the adaptivity engine could help in transforming several classical paper-and-pencil tests in a CAT format, by reducing the testing time, providing an immediate scoring with low probability of scoring errors, standardized instructions and procedures, as well as an increased score accuracy and increased test security. So far, test calibration and ability estimation are implemented within the system, whereas item selection and termination criteria are still under development.

4 Discussion and Conclusions

The paper presented the initial steps concerning the development of an online assessment system with CAT functionalities, called UTS, to be primarily used in course assessment activities within the University of L’Aquila and for psychometric research in the University of Chieti.

With respect to the online assessment system currently used in our University, our proposal adopts a more modern architecture, introduces AI and CAT into the assessment process, and improves on usability. With regard to psychometric research, the project will permit to administer a battery of psychological tests in an adaptive format, with reduced time administration sessions but also with informative ability estimates. Moreover, each adaptive test that could be created from an item bank would permit us to have a total score or several subtest scores in order to provide detailed examinee profiles useful in making decisions or specific diagnosis.

The project is at its beginning. So far, the analysis of the requirements and the design of the architecture are complete, as well as the implementation of the administrative interface, the calibration and management of IRT items.

Figure 3 shows the interfaces for logging into the system, manage the users, calibrate and manage the IRT items, respectively. The interface regarding the users’ management is shown within a mobile browser on purpose, so to demonstrate the interface responsiveness.
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Abstract. ICT tools are considered very promising in the treatment of people with Autism Spectrum Disorder (ASD), who experience - among others - severe difficulties in communication and interaction. A number of Augmentative and Alternative Communication (AAC) tools have been proposed to compensate for severe speech-language impairments in the expression or comprehension of spoken/written language for people with a variety of conditions that hamper their communication ability. In the case of ASD people, domain experts underline the necessity of high personalization of assistive tools, given the extreme individuality of the condition. In this paper we report on an on-going design process of an ASD-oriented AAC tool able to support operators in personalization tasks. The design is being carried out as an action research experience aimed at developing a prototype and at defining an underlying AAC model.
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1 Introduction

Autism Spectrum Disorders (ASD) are characterized by restricted, repetitive and stereotyped behavior and core deficits in social communication and interaction [1]. Among others, children with ASD suffer from impairments in early-developing social abilities that are considered precursor to language development and, as a consequence, they have significantly delayed language [15]. Studies report that between 25% and 50% of ASD individuals never acquire functional language, though early diagnosis and interventions may make this estimate decrease [5, 9, 15, 20].

Since ‘90s research has explored a variety of ICT-based approaches to ASD treatment as cognitive rehabilitation tools, as special education tools and as assistive technologies, to counteract the impact of autistic sensory and cognitive impairments on daily life [4]. The positive results encouraged, e.g., the exploitation of ICT for communication and speech therapy (see, e.g., [20]). A number of applications and tools have been proposed to support high-tech aided Augmentative and Alternative Communication (AAC), a term which embraces tools and strategies that an individual with speech/language impairments – not necessarily due to ASD – can use to supplement or replace speech or writing (AAC systems are defined ‘unaided’ or ‘aided’ depending on
whether they do not or do require an external tool, and, in turn, aided AAC systems are classified as ‘low-tech’ or ‘high-tech’, depending on whether they do not or do utilize electronic devices) [5, 13]. In general, an aided AAC message can include gestures, photographs, pictures, line drawings, letters and words, alone or in combination. A widely diffused AAC form which, in low tech versions, may not require complex or expensive materials is the Picture Exchange Communication System (PECS), a six phases teaching protocol to teach ASD children or any individual with a communication impairment a way to communicate within a social context [8].

The efficacy of AAC methods based on visual cues (see, e.g., [10]) along with the availability of low cost interactive devices (such as tablet and smartphone) which proved to be effective technological aids for ASD individuals [11, 12, 14], fosters the investigation on ICT-based AAC tools specifically designed for ASD treatment. It has to be observed that ASD is a heterogeneous disorder and that the severity of symptoms – including communication and language difficulties – widely varies across affected individuals. Such extreme variability, along with the goal to achieve a solution with ecological validity, suggests to aim at highly personalizable tools, in which content mirrors specific needs, knowledge, and experiences of the ASD person using it. The need of customization raises the necessity to aid not only the ASD person but also professional caregivers (e.g., medical doctors, psychologists, rehabilitation technicians) responsible for his/her treatment: continuous assessment, monitoring, and dynamic reconfiguration of the tool have to be supported.

This objective is being pursued by an on-going project carried out by TetaLab (Technology-Enhanced Treatment for Autism Laboratory), a multidisciplinary laboratory based on the cooperation among the Department of Information Engineering, Computer Science & Mathematics, the Department of Applied Clinical Sciences & Biotechnology, and the Center for Autism of the University of L’Aquila. Furthermore, TetaLab regularly cooperates with the Abruzzo Regional Reference Center for Autism. In particular, the project is aimed at developing the prototype of a personalizable ASD-oriented high-tech aided AAC tool, including a front-end for the ASD person and a back-end for the professional caregiver (generically denoted as operator in the remainder on the paper) responsible for the front-end customization. The project has three main milestones: (M1) a back-end with customization functionality, (M2) personalized front-end with logging capability, (M3) back-end with monitoring functionality. In this paper we focus on the first project milestone related to customization oriented operator’s needs and tasks; in particular we will emphasize the methodological design approach adopted with the specific objective of pursuing scientific knowledge and generalizable results while developing the prototype.

2 The Methodological Framework

As underlined in [19], one of the methodological challenges in developing ICT tools for ASD people is to coordinate and harmonize the diverse and sometimes divergent perspectives of researchers, designers, domain experts, and other stakeholders involved in multidisciplinary projects. Incremental, practice-driven approaches are suggested to foster close collaboration between researchers and practitioners and to increase the
chances that project results have a real impact on the organization [19]. *Action research* (AR) seems to provide an appropriate answer to such demands for its juxtaposition of action (practice) and research (theory), its iterative nature, and its commitment to the production of new knowledge through the seeking of solutions or improvements to “real-life” practical problem situations and interventions in ecologically valid contexts [2, 18, 19]. Differently from other software development methodologies, AR is motivated by scientific prospects and committed to the production of scholarly knowledge along with the solution of a specific problem at hand [2].

**Fig. 1.** Models for AR processes: (a) the Cyclical Process Model by Susman and Evered [23], (b) the tandem model [18], (c) our view for a structured tandem-based CAR process [7]

AR is performed collaboratively by researchers and an organizational “client”, under the principle that social processes can be studied best by introducing changes into the processes and observing the effects of the changes, within the framework of a cyclical process repeated until a satisfactory outcome is achieved [2, 18]. According to the view in [23], after the establishment of a researcher-client agreement, five phases are iterated (Fig. 1(a)): *diagnosis* corresponds to the identification of primary problems causing the organization’s desire for change and develops a theoretical framework to guide the process; *action planning* specifies actions that, guided by the theoretical framework, should relieve the organizational problem; *action taking* implements the planned action; *evaluation* determines whether the theoretical effects of the action were realized and produced the desired results; *learning* formalizes the knowledge gained throughout the process w.r.t. the problem situation and the scientific community. To enforce the AR mission of production of scholarly knowledge, [18] proposed a model including two cycles running in tandem (Fig. 1(b)): one cycle addresses the client’s
problem solving interest while the other one addresses the researcher’s scholarly interest. Two methods are hence used: M_R is Action Research itself used to investigate on a real-world problem situation A, while M_PS is the method adopted for the problem solving of a real-world example of A.

Though aimed at overcoming the lack of direct guidance on “how-to-do” AR, the work in [18] leaves anyhow to researchers the burden of structuring the AR process. Based on our direct AR experiences, in [7] we proposed the structured model in Fig. 1(c) which refines the tandem approach in the tricky case in which the outcome of the research cycle is the problem-solving method of the real-world problem. We singled out a regular structure that rules time scheduling (what happens before/while what) and exchange of information to steer the relationships between the two cycles and the actors involved; following the structure of Action-Planning and Action-Taking on the two sides, only once the newly designed problem-solving method (or intermediate versions of it) is available on the research side (on the right), the team can start to use it in the problem-solving side (on the left). The project discussed in this paper is being carried out following such AR scheme.

3 The Organization Situation and the RC Agreement

In our case, operators from the Abruzzo Regional Reference Center for Autism (CRAA) asked TetaLab consultancy for introducing ad hoc AAC visual tools to support two specific non-verbal low-functioning ASD individuals in the age range 18–22\(^1\). Initially CRAA requested simple ad-hoc low-functional high-tech tools, tailored in term of pictorial and audio content, to give these two ASD persons the ability to communicate specific needs by familiar images and voices belonging to their real-life experience. Computer scientists from TetaLab suggested that a much more effective approach was to develop a general advanced high-tech interactive tool customizable towards any possible ASD individual; a solution of this kind could also allow operators to log and analyze the usage of the tool by the ASD non verbal person, to be guided in an incremental personalization. CRRA operators agreed with such a view.

A number of requirements were elicited with CRAA people (see 1\(^{\text{st}}\) column of Table 1) and selected commercial AAC tools conceived for non verbal people were assessed against these requirements. In particular, we considered tools for the iPad platform because both literature results [11, 12, 14] and CRAA operators’ experience confirmed usability and acceptability of this platform by ASD people (ethical issues advised against investigation of uncertain solutions). From Table 1, which summarizes results of this analysis, one can see that none of the existing tools met all the requirements. More importantly, two additional considerations led to the decision of studying a novel solution. Firstly, these tools – not specifically conceived for the ASD and its levels of severity – are too difficult to use by individuals with level 3 or low-functioning autism

\(^1\) The ASD diagnosis was provided by experienced clinicians according to the new criteria of the DSM-5 [1]. ASD diagnosis was confirmed using the Autism Diagnostic Observation Schedule, Second Edition [14]. Verbal mental age was assessed with the Test for Reception of Grammar, Version 2 [3, 22].
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(as the two persons of our study), characterized – among others – by severe impairments in cognitive functioning and verbal communication and in some cases also by level 2 or medium-functioning autism, characterized – among others – by ecolocalic language and reduced or absent social reciprocity. Secondly, all tools are aimed at supporting the development of a structured language with structured sentences, while in severe ASD cases the primary objective is to support basic communication of needs and feelings independently from a formal language. It was hence decided to proceed according to an AR approach aimed at both implementing a novel high-tech ASD–oriented solution and defining an associated visual AAC model.

Table 1. The table assesses selected commercial tools against initial requirements requested by the CRAA. Tools are listed in the following order: Niki Talk (T1), Immaginario (T2), IoParlo (T3), Proloquo2Go (T4), AACTalkingTab (T5), and Blu(e) (T6). *Legenda:* NV = Non Verbal, ID = Intellectual Deficit, CD = Communication Disorder

<table>
<thead>
<tr>
<th>Requirements/Tools</th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
<th>T5</th>
<th>T6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target deficit</td>
<td>NV &amp; ASD</td>
<td>ID &amp; ASD</td>
<td>CD</td>
<td>NV</td>
<td>CD</td>
<td>CD</td>
</tr>
<tr>
<td>PECS-based interaction</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Speech synthesis</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Voice recording</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Content personalization</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Image personalization</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Layout personalization</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Off-line mode</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>/</td>
</tr>
<tr>
<td>Multi-user management</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>/</td>
</tr>
<tr>
<td>Account sharing</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Cloud computing</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Agenda</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Free</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>


We based our project on the approach in Fig. 1(e), where “method design” is to be intended as “visual AAC model definition”, and “method application” as “model instantiation”. Overall, we conducted three iterations (see Sect. 4) to achieve milestone M1. The reflection phase discussed so far is actually the entrance of the cyclical AR process and reflection on the organization situation and the evaluation in Table 1 are – de facto – part of DIAGNOSISPS and DIAGNOSISR of the 1st iteration, respectively.

Following principles and criteria of canonical Action Research, the Researcher-Client Agreement (RCA) establishes focus and objectives of the project, defines roles and responsibilities of the participants as well as measures to evaluate the results. The working team comprises two panels: the CRAA panel, i.e., the client of the AR,
including one medical doctor and ASD operators, and a panel of experts from the TetaLab team including two psychologists, two action researchers with background in Computer Science and HCI, and a SW developer. The team agreed that the focus of the AR project is “needs and tasks of operators handling communication with ASD non-verbal people” and that, based on literature and operators’ experience, the novel tool has to be compatible with the iPad platform. As to client commitment, roles and responsibilities, there is a word-of-mouth agreement related to the participation of team members into all stages of the AR process: action researchers guides the overall process while the client – according to User Centered Design – informs design choices and assesses subsequent versions of the prototype under development. As to objectives and methods of the AR intervention, Table 2 provides a summary based on the general schema proposed by [18] for tandem AR. As to AR evaluation measures, in order to provide a qualitative assessment of AR results, prototypes have to undergo expert-based evaluations against the initial requirements and their refinements throughout the iterative process, with particular emphasis on content personalization capabilities (milestone M1) and on monitoring capabilities (milestone M3).

Table 2. Elements of our AR, according to [18]: A is a real world problem situation, P is a real-world example of A that allows the researcher to investigate A, F is a theoretical premise declared by the researcher prior to any intervention in A, MR is the research method, and MPS is the method (M) which is employed to guide the problem solving (PS) intervention.

<table>
<thead>
<tr>
<th>A</th>
<th>Issues/challenges in supporting operators for communication with ASD non-verbal people</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>Setting up a personalized AAC tool of specific ASD non-verbal persons</td>
</tr>
<tr>
<td>F</td>
<td>Aided high-tech personalizable AAC tools may improve the efficiency of operators’ work</td>
</tr>
<tr>
<td>MR</td>
<td>Action research</td>
</tr>
<tr>
<td>MPS</td>
<td>The new multisensorial AAC model</td>
</tr>
</tbody>
</table>

4 The Cyclical Process

So far, our cyclical process required three iterations related to the achievement of milestone M1, respectively focused on (1) assessment of main features of the ASD person’s front-end, (2) trial and (3) assessment of operator’s customization back-end.
Process Overview. Before going into reporting the iterations we want to discuss results from the ACTION-PLANNING stage of the 1st iteration, aimed at designing the overall research project and coordinating AR actors. It was decided to model the whole process as the iterative alternation of concrete and abstract levels (Fig. 2): the first step is the creation of a low-fidelity prototype of a front-end conceived for one specific ASD non-verbal person, to allow an expert-based evaluation of the guiding ideas (1st iteration); results from this evaluation would be the basis for a generalization of the specific example, leading to the definition of an AAC model and the implementation of a back-end prototype based on it (to be done in ACTION-TAKING of the 2nd iteration): once the model and the back-end are available, they can be used by CRAA operators on the problem-solving side, respectively in ACTION-PLANNING and ACTION-TAKING of the 2nd iteration, to conceptualize the personalized AAC environment (model instantiation) and setting it up by the back-end; then results from the EVALUATION/LEARNING stages would guide the next iteration aimed at refining the model and the related prototype; the process is iterated until results are satisfactory.

Activities and Main Outcomes. We can now give a closer look to main results of the three iterations from the two sides of the CAR project.

First Iteration. As planned, the 1st iteration was aimed at designing, building and evaluating a simple low-fidelity front-end conceived for one specific ASD person (we randomly started from one of the two persons of the study, a 22-years old non-verbal female). The mockup was realized in PowerPoint with the following characteristics: (1) all communication elements are represented by a multisensorial triplet including an image, a text, and a recorded voice reading the text; and (2) all communication intentions are articulated as a sequence of simple actions on the screen (tapping on visual elements): a first tap always selects a category on the home page (Fig. 3(a)) and is followed by one or two taps corresponding to the actual message, depending on whether this message is an atomic one (e.g., “to sleep”) or a composite one (e.g., “to eat a biscuit”), as in Figs. 3(c) and (d). Activities in the EVALUATION/LEARNING stages assessed the mockup and refined requirements as in Table 3.

<table>
<thead>
<tr>
<th>Multisensoriality</th>
<th>Image-based communication, speech synthesis, voice recording</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personalization</td>
<td>Content, image, layout, categories</td>
</tr>
<tr>
<td>Extras</td>
<td>Agenda, entertainment</td>
</tr>
<tr>
<td>Operating Modes</td>
<td>Operator mode, user mode, offline mode</td>
</tr>
<tr>
<td>Monitoring</td>
<td>Click logging, statistical analysis</td>
</tr>
<tr>
<td>Technical Requirements</td>
<td>Multi-user management, account sharing, cloud computing, free</td>
</tr>
</tbody>
</table>

Second Iteration. ACTION-TAKING focused on (1) the generalization of the assessed concrete example leading to the AAC model sketched in Fig. 4, able to shape composite messages made up of any number of levels, and (2) the implementation of a first prototype for the backend as a responsive web application. Figure 3(f) shows a screen
in which the operator can set up a category content by specifying triplets, possibly clicking on the tree icon to access an additional level associated with such node in case of composite message. As planned, the \textit{ACTION-PLANNING$_{PS}$} and \textit{ACTION-TAKING$_{PS}$} stages then focused on the instantiation of the model by CRAA operators and the setup of the personalized environment by the backend, respectively (Fig. 3(e) shows a personalized category screen). In the \textit{EVALUATION/LEARNING} the prototype underwent an expert-based usability evaluation, which highlighted efficiency drawbacks in the overall procedure needed to customize from scratch a new user front-end, while no problem was revealed as to efficacy and satisfaction.

Fig. 3. From (a) to (e) Screenshots from the front-end: (a) the home page listing communication categories; (b) the agenda; (c) the BISOGNI (‘Needs’) category, which includes both atomic requests (e.g., DORMIRE – ‘to sleep’) and requests articulated by composite messages (e.g., MANGIARE BISCOTTO – ‘to eat a biscuit’) by accessing the second screen in (d); (e) the Activity category with personalized ecological elements; (f) a screenshot from the backend.
Third Iteration. Based on such results, the activities in ACTION-TAKINGR focused on refining the AAC model and the associated backend prototype; at the model level we introduced the concept of “preset elements” both for Categories and Category elements, which, at backend level, led to the possibility of setting, saving, later re-using, and possibly customizing AAC front-end templates. Activities in ACTION-PLANNINGPS and ACTION-TAKINGPS then focused on a new instantiation of the model by CRAA operators, and the setting of example personalized AAC environments by the new release of the back-end prototype. In the EVALUATION/LEARNING the prototype underwent a second expert-based evaluation, which approved all design choices related to the functionalities so far introduced. Milestone M1 is then achieved.

5 Conclusion and Future Work

In this paper we overviewed activities and results of an AR process with a dual aim: (1) development of a back-end for an operator responsible for the customization of an AAC front-end, and (2) definition of the underlying AAC model. This objective came from a lack revealed by the analysis of commercial AAC tools: none of them met all requirements coming from operators, among which an ASD oriented design, the possibility of using ecological elements, and monitoring capability. In particular we emphasized the methodological process to share our AR experience of actors and activities coordination in a multidisciplinary context, recognized as challenging in the ASD case [19]. It is worth noting that the achieved AAC model is general enough to be specialized/integrated, in future work, in PECS-based learning programs, supporting its customary phases. The achieved results correspond to the first milestone of a more general project, for which current activities are running to achieve other milestones.
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Abstract. This paper describes an investigative study about the sense of smell, taste, hearing and vision to assist process of learning. This will serve to start the design and construction of a multisensory human-computer interface for different educational applications. The most important part is understanding the ways in which learners’ senses process learning and memorize information and in which relation these activities are.

Though sensory systems and interfaces have developed significantly over the last few decades, there are still unfulfilled challenges in understanding multisensory experiences in Human Computer Interaction. The researchers generally rely on vision and listening, some of them focus on touch, but the taste and smell senses remain uninvestigated. Understanding the ways in which human’s senses influence the process, learning effects and memorizing information may be important to e-learning system and its higher functionalities. In order to analyze these questions, we carried out several usability studies with students to see if visual or audio experiences, different smells or tastes can assist and support memorizing information. Obtained results have shown improvement of learning abilities when using different smells, tastes and virtual reality facilities.

Keywords: Learning · Human-computer Interface · Virtual reality
Sense of smell · Sense of taste

1 Introduction

Virtual Reality (VR), as an immersive environment, need to be similar to the real world in order to create a lifelike and believable experience grounded in reality [1]. A person using virtual reality equipment can look around the artificial world, move around in it, and interact with virtual features or items. The effect is commonly created by VR headsets consisting of a head-mounted display that provides an intense user experience. The inherent head-mounted display can easily produce the instinctive feeling of being
in the simulated world. For a complete immersion in a virtual world, all our senses should be involved. Nevertheless, most VR environments today do not actually address all of them. The sense of vision and hearing are the most commonly used, increasingly harnessing touch, while taste and smell are insufficiently explored [1–4]. Our research aims to contribute integration the sense of smell and taste in an educational human-computer interface (HCI).

In the field of education, the immersive experience that VR provides can be used by instructors and teachers to improve learners’ intention of engaging in learning activities. VR can be applied in the learning of various subjects, such as: physics, medicine, chemistry, linguistics, demographics, etc. [5].

In this paper, we analyse learning processes within virtual learning environment and multisensory learning experiences with smell and taste senses. It is essential to determine what audio, visual, taste and olfactory experiences we can design for, and how we can meaningfully stimulate such experiences when interacting with technology. Importantly, we need to determine the contribution of different taste and smell senses, as well as their combination, to design more effective and attractive digital multisensory experiences in educational environments. We carried out several usability studies with students to see if visual or audio experiences, different smells or tastes can assist and support memorizing information. A usability study was carried out to assess the experiences and the effects of VR headset in a learning process, using an application for VR learning about the Planet system, named VR Solar system. In order to evaluate the effects of different smells on learning process in normal healthy learners, we selected traditional herbal medicines for memory and for brain functions, in the form of essential oils: Citrus, Rosemary and Mint (Citrus sinensis L., Rosmarinus officinalis L. and Mentha x piperita L.). Likewise, there are flavouring substances that affect better memory and brain functions. Our choice was chocolate and coffee (Socolata L., Coffeum L.) to assess the current state of knowledge in the literature regarding the effects of these substances on learning process and on learners’ brain functions. In our experiments, we made various combinations of senses: smell, taste, vision and hearing.

The rest of the paper is organized as follows. Section 2 describes some previous research related to our proposal. Section 3 explains the design and implementation of the research process and usability studies. Experimental results to prove the validity of the multisensory experiences in learning activities are described in Sect. 4. Finally, Sect. 5 provides the concluding remarks.

2 Related Work

In last several decades, TEL (Technology Enhanced Learning) is contemporary trend at different levels of education and in wide range of educational environments and tools. Important aspects of TEL that enrich educational activities are multifold and include: improvements in instructional design, usage of virtual and augmented reality (AR) in better HCI, different human senses like smell and taste.

Accordingly, recently different papers that take care of these TEL aspects have been published. For example, paper [6] brings comprehensive overview of 69 studies,
overall effect and the impact of selected instructional design principles in using virtual reality technology instruction in K-12 or higher education environments.

In the paper [7] authors concentrated on use of augmented reality in engineering education. They used Physics Playground tool for explaining physical experiments in forms of animations. Students have challenge to interact and practice with virtual objects and learn in interesting and in entertaining way. But in their study authors did not combine AR facilities with additional kind of information like olfactory or taste.

In [8] authors assess the current state of knowledge in the literature regarding the general effects of green tea on neuropsychology i.e. cognition and brain functions in humans. Different studies considered in [8] suggested that sage spp., rosemary and lemon balm could improve cognitive performance and could be effective in improving mood or cognition for patients with different levels of cognition disorders and diseases.

Some performed experiments shown that using more than one human sense in multimodal human-computer interfaces could be an effective way to better acquire knowledge [4]. For example, olfactory information can be used as additional component to learners’ auditory, visual or tactile channels.

In the paper [9] authors tried to prove that mint odor assists memorization and information recall during and after reading an educational Web page.

In her thesis Kaye, a more than a decade and a half ago, experimentated with use of computer-controlled olfactory display [10]. She concluded that olfactory display must rely on differences between smells, but not differences in intensity of the same smell. A theoretical framework for scent in human-computer interactions, but also concepts of olfactory icons have been proposed in her thesis. Main conclusion of the thesis was connected to the rhythm of presentations, i.e. scent (rose, lemon and mint) is better suited for display slowly changing, continuous information than discrete events.

In our study we went a step ahead and performed experiments with students including in HCI elements all three aspects: virtual reality but also several smells and tastes.

3 Study Design

The study involved 135 students, 46 of them are attending the Faculty of Sciences at our University of Novi Sad, while 89 are enrolled at the Novi Sad School of Business.

The goal of the study was to investigate how the sense of smell, taste, hearing and vision can improve the memorization. The effect of the sense of smell was tested by exposing the students to vapors of three different essential oils: rosemary, citrus and mint. In order to examine the effect of taste students had the chance to consume coffee and/or chocolate during learning process. The influence of hearing and vision was tested using VR headset.

Regarding the smell and taste enquiry students were divided in nine different groups. Three of them were only exposed to each of the essential oils we mentioned before. The next three, in addition to the essential oil’s exposure tasted a piece of chocolate. The last three groups combined the effect of each of the essential oil with the consumption of chocolate and drinking coffee.
Each of the 135 students agreed to participate in the experiment which was conducted in two steps. First, each student had to complete four consecutive short-memory tests. For each test, they had 30 s to look and try to remember the items that were presented to them. After that, the items were removed, and the students had one minute to write in a form as much items as s/he remembered. The first of the four tests presented to the students consisted of 16 images, the second of 10 words and the third of 10 numbers. For the fourth test, based on 10 words, the form in which the students were supposed to write the memorized words was different. For each of the 10 words, two letters were already written to help the students to remember a greater number of words.

The effect of smell and taste was measured by comparing the number of memorized items while students were exposed to motivating factors with the number of memorized items while students were not exposed to them. According to that, the result achieved under the influence of certain motivating factor was classified as “better”, “equal” or “worse”. The results are presented in percentages, showing the distribution of all students from the specific motivating factor group among those three possible outcomes.

Virtual learning environment was analyzed with 60 students. The students were similar in terms of age (ranging from 20–22) and educational background, which was confirmed with a pretest. None of the students did know the answer to any question. All participants of the experiment were divided into four groups, in a random manner. The first two groups were the control groups where the students learned in traditional manner. In the second two groups the learning process was realized with VR headset. The application was of educational type designed to teach about the planetary system, named VR Solar System. The educational materials were very picturesque, visually attractive, especially in a quaint style. According to the results of the experiments concerning smell and taste testing, we selected combination of citrus oil and flavor of chocolate and coffee, to verify if multisensory experiences can assist learning process.

At the classroom, an experimenter explained the purpose and procedure of the test. First, the experimenter administered a pretest to the all participants with 10 questions about the planetary system. Then, students of the experimental group were divided into two groups and separated into two classrooms. Students of the first group put VR headsets and accessed to the learning material. Students of the second group were exposed to vapor of citrus oil and consumed a piece of chocolate and a cup of coffee before putting VR headsets.

On the other hand, students of the control group were also divided into two groups and separated into two classrooms. Students of the first group watched video material with the same content as the experimental group. Each student of the second group was exposed to vapor of citrus oil and consumed a piece of chocolate and a cup of coffee before watching video material. Each learning phase lasted exactly 12 min in duration. After the task was completed, a post-test with the same questions of the pretest was administered to each participant of four groups.
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4 Experimental Results

The first three diagrams depict the effect of rosemary oil, combination of rosemary oil with chocolate and at last the combination of rosemary oil with chocolate and coffee. Each diagram shows results for the picture test, textual test, numerical test and the textual test with suggestions in a form of two letters for each word. The last test is marked as “Text (S)” in all the diagrams that will follow. The last data column in the diagram shows the average value of all four types of tests.

Figure 1 shows that the exposure to the rosemary essential oil helped 51.67% students to get better results in memorizing items considering all four types of tests. The best improvement (66.67%) was noted in the case of pictures test. The consumption of chocolate as an addition to the inhalation of rosemary essential oil didn’t show any significant changes to the previous results (Fig. 2). Results related to students that were exposed to the influence of rosemary oil and consumed in the same time chocolate and coffee, showing however a low decrease (45.83%) for the “better” category (Fig. 3).

![Fig. 1. Effects of rosemary oil vapor](image)

The second set of diagrams show that the separate use of mint oil vapor (Fig. 4), as well as the use of mint oil vapor combined with chocolate (Fig. 5) didn’t help students to achieve significantly better results taking into consideration all four tests. The inhalation of mint oil helped 39.29% of students to reach better results, while the combination of mint oil inhalation and chocolate consumption led 47.73% of them to the same results. However, the group of students exposed to the inhalation of mint oil
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and the consumption of chocolate and coffee (Fig. 6) had a considerably higher percentage (73.08%) of those who succeeded to memorize more items comparing to the situation in which they were not exposed to any of previously mentioned motivating factors. It is interesting to point out that in the case of picture test, in all three groups related to the use of mint and its combination with chocolate and coffee the percentage of students with better results was very high (71.43%, 72.72% and 76.92%).

The best results in the experiment concerning smell and taste testing were achieved with citrus oil and its combinations with chocolate and coffee. When students were exposed only to the citrus essential oil vapor, 53.57% of them accomplished better results, considering all four types of tests (Fig. 7). That percentage was higher (60.94%) when citrus oil inhalation was combined with the chocolate consumption (Fig. 8), reaching the highest value (65.00%) when students were exposed to citrus oil

![Fig. 3. Effects of rosemary oil vapor combined with chocolate and coffee consumption](image3.png)

![Fig. 4. Effects of mint oil vapor](image4.png)

![Fig. 5. Effects of mint oil vapor combined with chocolate consumption](image5.png)
inhalation combined with the consumption of chocolate and coffee (Fig. 9). The significant positive effect of citrus oil and its combination with chocolate and coffee was this time registered not only in the case of picture tests (71.43%, 87.50% and 80.00%), but also regarding the textual test (64.29%, 68.75% and 66.67%).

The results of the latest experiment provide visual and auditory access, as well as the combination with the citrus essential oil vapor, as the smell of which proved to be the most successful, and the combination of flavors of chocolate and coffee. These all effects were measured by comparing the number of correct answers while students using VR headset with the number of correct answers while students learn in traditional manner. The results showed that the involvement only VR facilities improve learning abilities. Namely, when students learned with VR headset, 71.67% of them accomplished better results, then learners from the group, which learned in traditional way
The best results (79.1%) were achieved when combined VR facilities with the effects of citrus oil vapor and chocolate and coffee consumption.

**Fig. 9.** Effects of citrus oil vapor combined with chocolate and coffee consumption

**Fig. 10.** Multisensory testing results: VR facilities, smell and tastes

### 5 Conclusions

Virtual reality possesses high potential and offers attractive challenges for application in different areas of human lives, especially in education domains. Facilitating ubiquitous learning, VR applications have become portable and widely available on mobile devices and therefore very accessible to learners at all levels of education. Digital assets, such as textual, audio and video files, but also olfactory or tactile information can be integrated into learners’ perceptions of the real world.

We have carried out several experiments to analyze different combinations of fragrances and flavors, as well as the possibility of combining them with visual and verbal effects. We have chosen an educational application, in order to emphasize the possibility of influencing multi-sensory experiences on e-learning process. Students feel comfortable about such approach and have gained a sense that tools are nice and useful for learning contents. Our experimental results show that visual and audio experiences, different smells and tastes, as well as their combination have the potential to support memorizing information, improve learning abilities and encourage design of more effective and attractive digital multisensory experiences in educational environments.

Future work aims at repeating the test by carrying out additional studies, to see if learning process changes over different periods of time. Likewise, it would be useful
for studying usability and technical issues on the integration of olfactory information into multimodal interfaces.
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Abstract. Radio has been used in education since the beginning of last century. With the rise of the internet, web radio came into life and provided new possibilities for web radio content (e.g. video apart from voice and music), asynchronous broadcasting, and cooperation between students from different schools. In this paper, we present a survey study that aimed to evaluate a Visual Learning Design (VLD) approach for developing educational scenarios in web radio. The study results indicated that the VLD approach helped teachers to think about the educational aspects of the web radio production and helped in communicating their ideas. Moreover, the teachers highlighted the possibilities and the impact such web radio implementations could have for student learning and collaboration. The only aspect that received some criticism was the provision of technology, and this was partially due to the lack of previous experience in web radio production. These results will guide the application of the VLD approach in a bigger scale.
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1 Introduction

The use of radio as an educational tool has already begun at the beginning of the previous century. In the United States, educational radio was used in both public schools and higher education institutions since the 1920s [1]. With the rise of the digital era, radio is no longer linear broadcasting, but also associated with metadata, synchronized slideshows and even short video clips [2]. Web radio has been used for enhancing and motivating learning in different subjects and at different educational levels. Levine and Franzel proposed a framework for using radio in the teaching of writing [3]. They argued that employing writing for radio in English high school classes contributes to student understanding of the relevance of school writing assignments. Moreover, they found that new technologies, such as smartphones and social media, make the introduction of radio at schools easier, since no school radio station, dedicated recording equipment, or specialized teacher skills are needed to use radio.
Apart from enhancing learning, web radio provides new possibilities for cooperation between students in the same class and between schools [4]. McGroathy identified benefits of planning and implementing cooperative learning activities in acquiring English as a second language by employing a radio show [5]. Similarly, Lemos Tello found that there is a positive correlation between the participation of students in an online radio show with the aim to foster speaking confidence, and the use of a cooperative learning strategy [6]. Piñero-Otero and Ramos investigated the potential of web radio for the sense of belonging creation and cohesion in higher education communities as perceived by students and professors at Aveiro University, Portugal [7]. They concluded that both students and professors believe that web radio can foster development of a sense of belonging, unity, and communication in the university community (a new channel of communication internal or external) by allowing participation in and dissemination of content production. Finally, Güney et al. investigated how the interactive services of an online children radio network (Radijojo) affect participation strategies and may nurture participation [8]. For this study, they adopted two analysis frameworks and collected qualitative data by analyzing web radio content analysis and conducting semi-structured interviews. Their results revealed that despite the lack of detailed interactive and participative tools, the model based on the development of collective content provided a potential for the inclusion of children in the communication.

In this paper, we present research carried out in the NESiOR (Networked European School Web Radio) project1, which aims at developing the necessary tools and skills in order to successfully incorporate web-radio activities into educational settings. The project provides an online platform that will attract schools from all around Europe to produce radio productions with educational value. The process of implementing such productions may enable various literacies (such as media and information), and various skills (such as critical thinking, collaboration, creativity, etc.). The project has also developed a framework for supporting the educational aspects of the web radio (e.g. guides, learning scenarios and good practices), and uses the experience of the European School Radio (ESR) that operates successfully with more than 400 schools in Greece and Cyprus in the last 5 years. Our observations on activities and interactions on the web radio portal during these years confirm the literature presented above that claims that web radio may provide context for collaborative and social interaction and learning.

2 Learning Design

Web radio provides more opportunities regarding content transmission and collaboration for content production compared to traditional radio. However, educational activities taking place in web radio should be supported and justified by a pedagogical foundation, in order for them to have teaching and learning potential. In this project, we have chosen to follow a Learning Design (LD) approach for developing learning scenarios for web radio. LD is an approach to describe a learning and teaching process, which can be applied at different levels of educational practice, e.g. lesson, course or

---

even curriculum level [9]. Moreover, it may be motivated by different pedagogical theories and employ different (technological) tools and resources. Literature on this subject and this paper refers to LD both as a product and as a process [10].

In our project, we adopted a Visualized Learning Design (VLD) methodology, which facilitates the design process and the sharing of LDs [11]. The VLD procedure incorporates three levels of design: the macro level, the meso level, and the micro level. The macro level (Course Map View) is the level where teachers/designers discuss their initial ideas and get into a general discussion of their LD. The meso level (Learning Outcomes View) is the second stage of the VLD methodology where teachers/designers group and refer to their LD activities and explicitly set the learning outcomes and expected outputs. Lastly, the third stage of the VLD methodology, the micro level, is the more detailed level, which includes specific tools, resources, methodologies and roles for each activity [11]. In this project, we followed a simplified version of the VLD approach, where the macro and meso level are combined to one level. We expect that the VLD approach will help the project partners to guide and support the participating school teachers in the designing of learning scenarios that will lead to successful web radio broadcasts, and at the same time enhance communication between teachers and stimulate innovative pedagogical solutions while designing.

In the first year of the project, we applied the VLD approach for developing learning scenarios at the three pilot schools participating in the project. The schools had to use three different templates to describe their learning scenario for a web radio broadcast, namely a macro level design template, a micro level design template and a learning scenario template. The participating schools consist of one lower secondary school in Cyprus, one upper secondary school in Greece, and one upper secondary school in Lithuania. The school in Cyprus designed a learning scenario on literature and adolescence, which was implemented in four teaching hours, the school in Greece a learning scenario on climate change, which was implemented in six teaching hours, and the school in Lithuania designed a learning scenario on Lithuanian tales of magic, which was implemented in two teaching hours. All the learning scenarios developed by the three partner schools were implemented as web radio productions during the period of May – June 2017. All the web radio productions were broadcasted on the ESR portal, since the NEStOR portal was under development during that period.

In this article, we present a survey study that aimed to evaluate the VLD approach for developing educational scenarios in web radio, and addressed the following research questions:

- What are the teachers’ perceptions on the LD development?
- What are the teachers’ perceptions on the class implementation of the LD with focus on the process?
- What are the teachers’ perceptions on the final web radio product?

3 Methods

As mentioned in the previous paragraph, teachers from the three school had to develop and implement a learning scenario for developing a web radio broadcast. All three schools had to follow the following procedure based on the VLD approach: (1) Investigate through their curriculum and their students’ interests an area that could serve as a learning scenario for the project, (2) Share the macro level design of their scenario and discuss it with the project team, (3) Develop a detailed learning scenario, (4) Develop each activity of their learning scenario (optional), (5) Implement the learning scenario, (6) Evaluate the learning scenario and the web radio broadcast using the provided tools.

For the evaluation part, and in order to answer the aforementioned research questions, we designed an online survey study among the teachers of the three partner schools, who participated in the pilots of the first year of the project. The study employed an online questionnaire consisting of 5-point Likert scale with 25 items and 3 open-ended questions. The items of the Likert scale are covering three themes: the LD development, the class implementation, and the web radio output. The items on the LD development refer to the LD elements, process and support. The items on the class implementation refer to the LD aspects of implementation, its impact on students, as well as to the critical aspects of the implementation. The items on the web radio output refer to the content of the output, the audio quality as well as the students’ learning outcomes (knowledge and skills). The questionnaire was distributed to the teachers via Survey Monkey and all eight participants from the three partner schools responded.

4 Results

The first part of the questionnaire consisted of twelve questions on the LD development (Fig. 1). Teachers’ responses overall showed a positive stance towards the project and the VLD approach. Teachers’ thought that the aims of the LD were related to the national curriculum, and were also related to web radio production. Moreover, teachers believed that the LD supported the development of students’ transversal, and media and information literacy skills. It was overall indicated that the supporting material on LD and web radio production was satisfactory and seemed to be adjusted to teachers’ and students’ needs, and that the LDs included ways to assess the process of web radio production and the final outcome. Finally, almost all teachers (seven agreed, one neutral) agreed that they were provided with pedagogical support to develop LD.

In the open-ended questions, one teacher indicated also that: “The most important was to develop the theme of the scenario, means to make it educational and close to the national and international audience.” This implies the teachers devoted time and effort to reach outcomes that would be both educational for the web radio producers and entertaining for the audience.

The second part of the questionnaire consisted of nine questions on the class implementation of the LD (Fig. 2). Most of the participating teachers indicated that the implementation run smoothly, and that the students reacted positively on the
implementation and seemed to have enjoyed this process. Specifically, teachers identified students’ reactions as the most important aspect of the implementation for them. In the open-ended questions, one of the teachers suggested that through this implementation “…students had the opportunity to express their thoughts and feelings.” while another teacher discussed “…the joy of making and the heartily participation of the students”. Another important statement made by a participating teacher was the following: “The students were willing and eager to participate in the writing of dialogues and the recording of the radio show. After the radio show students agreed that the use of the web radio in the teaching process was innovative.” Moreover, all teachers agreed that students’ transversal skills, and media and information literacy skills seem to have developed. Six teachers indicated that students did not seem to have faced major difficulties during the development of the web radio scenario, while the same amount of teachers stated that their students’ digital skills were enough for the support of the web radio production. For the statement asking whether there was technology available to facilitate the production of the web radio show, there was six who agreed and one who strongly disagreed. Additionally, five teachers agreed that there was technological support for the production of the web radio show.

The last part of the questionnaire consisted of four questions on the final product of the LD, which was the web radio show (Fig. 3). All teachers agreed that the content of the web radio show was satisfactory in regards to the chosen curriculum unit, and that its audio quality was also satisfactory. Finally, teachers agreed that the web radio show demonstrated students’ skills and reached the aims set in the LD. In the open-ended questions, one teacher mentioned that “the most important was the conversion of the students’ written speech into a radio speech and also the production and recording of the broadcast.”

Fig. 1. Teachers’ perceptions on learning design
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Regarding the open-ended questions, some of the answers were discussed in the previous paragraphs to enhance the results of the close-ended questions. In the following, we will refer to the main themes mentioned by teachers when answering these questions. In the first question, where the teachers had to indicate the most important aspect of this implementation for them, the answers varied including the scenario, students’ reactions, the production and the cooperation. One teacher particularly said that the most important aspect was: “That the students cooperated actively, worked critically and responsibly with creativity and imagination, and, finally, acquired knowledge with quality and duration, in a really attractive way. This kind of implementations help the school go beyond its conventional framework, with substantial learning outcomes.”
The second open-ended question was related to the difficulties and challenges teachers faced during the implementation. Two teachers mentioned the time limitations involved, as it was a time consuming process and required teachers to devote time prior to the lesson to prepare, as well as during the lessons. This was often a challenge due to the time limitations of the curriculum. Moreover, there were also teachers who connected time limitations with the challenge to find participants at the beginning. Apart from difficulties with time limitations, there were a few comments on challenges and difficulties related to guiding and coordinating students. As this was a new process for both students and teachers, there were challenges involved into working this way and providing the necessary guidance and support. Finally, another challenge identified was the lack of necessary equipment.

In the third question, teachers had to indicate what they would do differently in a future implementation. Four suggested better planning in regards to when the implementation takes place in the school. Another time-related suggestion had to do with a shorter implementation. Furthermore, two teachers proposed alternative ways for the implementation. One suggested implementing the same scenario to another school for evaluating its impact in another class, while the other suggested that students in the same class could develop in groups several web radio shows covering different aspects of the selected curriculum unit.

5 Discussion and Conclusion

The results presented above indicate that the VLD approach helped teachers to think about the educational aspects of the web radio production to be developed. As mentioned before, teachers aligned the theme and the learning objectives with the curriculum and their students’ interests. Moreover, the VLD approach helped teachers and the project team in their communication, since the teachers had a way to make concrete their initial ideas and the project team could provide more targeted feedback on these initial plans. The statement that had the most neutral answers was the one regarding the supporting material on web radio productions. Since teachers were provided with a guide covering all the technical aspects of this process, we assume that teachers felt they needed more support due to the lack of previous experience in this field.

As far as the class implementation of the LD is concerned, the teachers reported very positive experiences and perceptions, which are also reflected in their answers in the open-ended questions. Moreover, the teachers highlighted the possibilities and the impact such implementations could have for student learning and collaboration. Such possibilities include engaging students in learning scenarios aligned with their interests, providing them the space and time to develop their skills (digital, transversal, media and information literacy skills), collaborate in groups, and reach ‘substantial learning outcomes’. The aspect that seems to be weak in this part is again the technological support, and the provision of technology (software, equipment). Since the schools were responsible for the latter, the only thing that could be improved in the project is to provide more clear guidelines on the necessary technology.

The teachers’ answers regarding the final web radio product showed also positive results. The teachers reported that it was overall an interesting experience for both
teachers and students, and reached their goals and expectations. The aspect that received the most positive response was the alignment of the web radio output to the curriculum unit. We believe that this is due to importance of this alignment for schools, which was also evident during the LD development phase.

It has to be noted here, that the aforementioned results come from a small study, therefore they are mainly indications. Taking into consideration the experiences and the evaluation results of the first year, we aim at employing the VLD approach in a bigger scale implementation during the second year of the project. In the coming evaluation, we will also investigate student perceptions on the approach (mainly on the implementation of the LD and the final output) since this is an aspect lacking in the current evaluation due to time limitations.
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Abstract. Educators can be encouraged to use games for their teaching, and this would likely lead them to positive results. However, while a general model for effective educational games requires the collaboration of several experts, entailing a high amount of work and interaction among them, teachers are often alone in their task of developing learning experiences. Hence, a significant research issue in TEL is the simplification of the task of developing an educational game: by “simplification” we mean that the requirements of the visual- and mechanics-related aspects of a game are left to a minimum for the teacher, while she could concentrate on the learning-related aspects of the game. In this paper we present a framework aimed to simplify the teacher’s task, through the use of game editors. In particular, we designed and implemented two editor tools, aimed to allow a teacher to produce game learning resources, while mainly focusing on the subject matter of interest, rather than on the technical development aspects. The editors allow defining games with one of two possible fixed mechanics; they produce games as HTML5 web applications, that can function standalone, or can be integrated in an adaptive e-learning platform (DEV).

Keywords: Game-based learning · Editor-based game development · Personalized learning · Adaptivity · Student model

1 Introduction

The game-based approach in Technology Enhanced Learning (TEL) has been surging ahead for many years, and is one of the most significant current approaches [1]. The occurrence of “meaningful play” [2] is profitable in TEL, when the actions performed during the play match with the educational aims of the game-based learning activity. During play, events such as the recognition that a decision is needed, and the “practical” execution of an action, as opposed to its detailed verbal explanation, are features increasing the learning performance, especially in applicative fields [3, 4]. Personalization and adaptivity are two important topics in TEL research, and they have
counterparts in game-based learning: as it happens in traditional adaptive learning systems [5], in an adaptive game-based learning system the personalization of the learning offer is based on a Student Model (SM, a collection of personal traits of the individual student). Competence, learning style, player style are instances of such personal characteristics, and the learner can be allowed to experience different games, or adapted instances of the same game, according to her current SM. Such a timely personalization of the learning-gaming activity [6] can be effective, making the experience more acceptable, more rapidly usable, and more likely to bring the learner in a “flow state” [7], and ultimately more fruitful.

Instructors can be encouraged to use games for their teaching, and their students’ learning, and it is likely that this would lead them to positive results. However, a general model for effective educational games requires the collaboration of game designers, educational experts and subject-matter experts, entailing a large amount of work, and interaction among experts. But teachers are often alone in their task of developing learning experiences; moreover, several distinct sub-topics in the course, though small they might be, would need dedicated games; and, additionally, the need for such games might be noticed too late to fit in the workflow, with consequences on delayed, if not canceled development. Hence, we might expect that only few teachers would embark, without strong support, into the task of defining multiple educational games, for possibly small multiple sub-topics in their teaching plan, and for possibly small numbers of students. So, a significant research issue is the simplification of the development task of a game, meant as a way to allow the teacher: (i) to deal with requirements reduced to a minimum, in regard to the visual and mechanics-related aspects of a game, and (ii) to concentrate on the pedagogical aspects of the educational game, directly related to the subject matter.

In this paper we present an approach for the above simplification issue. In particular, we designed and implemented two editor applications, aimed to allow a teacher to produce games where the mechanics are basically fixed, the visual aspects are managed by simple images uploaded to the system, and the teacher-author can focus on knowledge issues of the subject matter only. The editors are easily usable by a teacher with limited technical skills and they generate games as HTML5 web applications, that can function standalone, or can be integrated in an adaptive e-learning platform (DEV). Before describing the editors (in Sect. 4), we briefly present some related work (in Sect. 2) and the DEV system (in Sect. 3). DEV [8] is an adaptive educational platform which supports the definition of courses as collections of learning experiences (LE), where: (i) each LE is supposed to provide assessment means; (ii) a LE can consist of a game, imported in DEV according to a specification protocol; and (iii) the learner can build adaptively her path of LEs, as freely as this is allowed by the current state of her SM.

2 Related Work

Game–based learning (GBL) is one of the hot topics for research in TEL [9, 10]. It is often accompanied by the conceptual frameworks of Gamification [11], where game-inspired elements are integrated in a non-game environment, and Open Social Learner
Modeling [5], where the learner is supported by the possibility to access her model and compare it with others, or with the average model.

A comprehensive analysis of GBL trends is beyond this paper’s scope, so here we focus on adaptivity of games and of learning paths, game-based assessment supporting student model update, and use of game editors easing teacher’s work. “Adaptive games” [12] are game applications in which interface and mechanics can depend on player’s gamer type: knowledge can be dealt with, in different ways, by either privileging high score accomplishments, or adapting topics visualization, or managing time limits, according to the gamer type (Explorers, Achievers, Winners). Paper [10] addresses personalization for students with little or no access to teachers; a learner is proposed game learning activities according to the student model (based on previous choices of the learner, and general acceptance of the game by the others). The system in [6] models the student by learning style and player (gaming) style. Paper [13] discusses assessment in a game as the design of information trails, tracking learner’s behaviour and measuring accomplishments.

Regarding the task of game development, it usually encompasses the implementation of game mechanics (deemed to guide the player towards learning aims), game visual scenes, game logic and capability to interact with the player. Such a task becomes quite challenging when it falls on the teacher alone and can be discouraging, even if just small learning activities were to be produced. Game scenes, for instance, are usually managed by means of complex software systems (e.g., OGRE [14], Unity3D [15]), and some research work has been proposed in order to ease this kind of activity [16]. On the other hand, while commercial games have complex artificial intelligence taking care of the interaction with player, good results can be achieved with low inferential models, based on simple question/answer mechanics [17].

An alternative to building a whole educational game is in “modding” commercial games, which entails dealing with dedicated, and not easy-to-use, applications. Civilization is a well-known commercial game used to support learning, especially in History [18, 19]. Similarly, in [20], “World of Warcraft” (WoW) scenarios are modified, by using the modding software World Editor [21] and JASS as a scripting language [22], in order to obtain a learning activity in Physics.

3 DEV System

DEV [8] is an e-learning system where the teacher can integrate basically any kind of resource in her course, under the form of Learning Experiences (LE). The SM, representing the individual learner, is competence based [23]; it is the set of skills currently possessed by the learner. A skill <k,c> denotes that the competency k (an item of knowledge) is possessed with certainty c (c∈(0,1]). A Glossary collects the definitions (textual) of the competencies used in DEV at any moment.

In DEV a Learning Resource (LR) is any application that can be accessed by a learner while performing a learning experience (a textual document, a video or audio clip, in principle any resource available via a web address, and of course a game application). We name Formal Learning Resources (FLR) those that include a way to assess the learning outcome of their use, and provide such outcome in the form of a set
of statistics (STAT). All the other learning resources are called informal (ILR). An ILR can be made to function as a FLR, in DEV, by augmenting it with a questionnaire, that would provide the assessment part missing in the ILR.

A LE embeds a FLR (or a ILR + questionnaire) in a pedagogically complete frame, comprised of: (i) Textual definitions; (ii) Set of skills required to reasonably undertake the experience: LE.RS = \{<r_1,rc_1>, \ldots, <r_n,rc_n>\}; (iii) Set of skills that can be recognised as possessed, LE.AS = \{<a_1,ac_1>, \ldots, <a_m,ac_m>\}, after successful completion of the experience; (iv) Mapping \(m: FLR.STATS \rightarrow P(LE.AS)\) associating some statistics of the FLR to some elements of LE.AS (this is used in the SM update phase).

A course C in DEV has a Target Knowledge (C.TK, a set of skills) denoting its pedagogical aims, and is comprised of a set of LEs, that are rendered by a graph (a LE is connected to another if the former’s AS contains skills present in the latter’s RS). DEV student interface (Fig. 1a) allows the learner to navigate the graph of LEs of a course, see their characteristics (AS, RS), select an LE of her choosing, and undertake it (play, if it is a game resource). Currently, the system allows a learner to select an LE only among those whose RS are covered by the learner’s SM. After the LE completion, an updating process is performed on the learner’s SM, according to the STAT coming from the LE undertaking/play. This adds in the SM those skills of LE.AS that are not yet present in the model, or modifies the certainty values of those already in it. The SM updating process takes care of the fact that the same LE could be repeated by the learner, and that some skills could likely be gained from different LEs chosen by the learner: in these cases the certainty computation for a skill is tuned according to the number of LE’s repetitions, and the number of times the skill was already gained, so that the certainty will grow at a progressively lower rate. The student interface is completed by visualizations of the SM and course TK (Fig. 1b), so as to allow the learner to create her own learning path, built by the sequence of chosen LEs.

Fig. 1. (a) LE graph: the learner already took the leftmost LE; of the others, some are locked (not yet selectable by the learner), and some are available for selection; (b) SM visualization.

4 Game Authoring Support

As mentioned in the Introduction, our goal is to provide the teacher with a simple and agile tool for quickly creating educational games to feed the DEV system. More specifically, the authoring tool should provide predefined game mechanics, so that the
teacher can focus on the educational, subject-related issues; in particular, the main tasks
of the instructor would be to define sets of questions/answers, as well as basic inter-
actions with objects and non-player characters (NPC), with a specific learning purpose.
In addition, the developed games should be fully compatible with DEV formal resource
protocol, being able to provide updates to the student model.

Thus, two editors were proposed: (i) a more comprehensive one, called Canvas
editor, which is aimed at creating games from scratch (as described in Subsect. 4.1) and
(ii) a more basic one, called Forms editor, which is meant for creating games starting
from an existing prototype (as described in Subsect. 4.2). From a technical point of view,
the editors’ implementation is based on ASP.NET Web API & Microsoft SQL Server
(for the back-end), and ReactJS\(^1\) & FabricJS\(^2\) Javascript libraries (for the front-end).

4.1 Canvas Editor

The Canvas editor provides the possibility to develop a game based on a predefined
logic, by customizing and combining existing objects. Two types of games are cur-
rently supported by the editor, but more could be subsequently included.

![Game types](image)

**Fig. 2.** Game types supported by Canvas editor: (a) Collect & Use; (b) Puzzle

The first game type is called Collect & Use (see Fig. 2a) and its aim is to ask and/or
answer several questions coming from a NPC, and collect one or more objects from
multiple environments; the learner is rewarded for her answers and selection of objects,
which leads to a corresponding update of the student model in DEV.

The second game type is called Puzzle (see Fig. 2b) and its aim is to pair appro-
priate items by using drag and drop actions (e.g., match questions and solutions, or
build a solution by sequencing available elements); again, the learner receives a number

\(^1\) [https://reactjs.org](https://reactjs.org).

\(^2\) [http://fabricjs.com](http://fabricjs.com).
of points for the correctly matched items, which is subsequently reflected in her SM. For each of these games, the Canvas editor allows the teacher to define the layout (background) as well as multiple objects with their locations and properties. The main components of the editor are: (i) toolbox - which contains all the objects that can be used to create a game, grouped by game type; (ii) canvas – the game area, visible to the student, on which the teacher can drag and drop various objects from the toolbox; (iii) properties – a section which allows the teacher to configure various attributes of the game and objects; (iv) toolbar – which provides canvas editing options. A screenshot of the editor is presented in Fig. 3.

![Canvas editor main page](image)

**Fig. 3.** Canvas editor main page

The range of objects which can be added to a Collect & Use game includes: (i) inventory container - repository for all the items collected by the player; (ii) collectable objects - items spread in the game environment that the student may collect in order to gain points; (iii) door - mechanism for navigating through games’ different environments; (iv) guru - a NPC which can ask the student various questions, and at the same time offer hints and suggestions. Some of these objects may be seen in Fig. 2a.

Similarly, the range of objects which can be added to a Puzzle game includes: (i) form - for grouping the main game elements of the environment; (ii) label - a static object that can be used to insert a game description or as a placeholder for questions; (iii) repository container - used as a holder for all the available elements allowing to build the answers in the game; (iv) answer container - used to hold the elements composing an answer to a specific question; (v) answer-element image - used to compose a possible answer to a question; (vi) rectangle - a static object used to create layout structures. Some of these objects may be seen in Fig. 2b.

The game may be further configured through various properties, such as: multiple environments, limited time or number of moves allowed for the student.
4.2 Forms Editor

The Forms editor provides an even simpler and quicker way of creating a game, starting from an existing prototype; this is a template game, which has predefined canvas and objects structure. Four steps need to be completed by the teacher in order to develop a Puzzle game (which is currently supported by the Forms editor): (i) Select a game prototype; (ii) Define game properties; (iii) Define exercise details (i.e., questions & repository of answers); (iv) Assign answers (i.e., map the answers from the repository to the corresponding questions). Once the game is created, it can be further customized using the Canvas editor. A screenshot of the Forms editor, together with a basic prototype game are included in Fig. 4.

![Forms editor](image)

**Fig. 4.** (a) Forms editor; (b) Prototype Puzzle game with 2 built-in questions

4.3 Integration with DEV System

Both editors provide an Export functionality, which generates two components: (i) the actual game (<Game name>.zip), a web resource which includes game interface and logic; (ii) the game statistics (<Game name>.devscript), which will be used to update the student model after the game is played. Thus, once the games are developed, they can be imported in DEV system and used as formal resources in the Course builder, in order to create the interface supporting the learner to build her adaptive learning path.

5 Conclusions

A general model for the development of effective educational games requires the collaboration of game designers, educational experts and subject-matter experts, entailing a high amount of work and sustained interaction. However, in many cases, such a comprehensive team may not be available, especially when basic games are required, which address small chunks of the syllabus. Hence, in this paper we have shown an approach to supporting teachers in the development of such simple games by means of two easy to use editors. The games produced by these editors can be seamlessly integrated in the DEV system for personalized learning, and can be effectively used as simple assessment tools, supporting the management of the student model in a distance learning course.
As future work, we aim to extend the editors to support more types of games, with more complex mechanics. Furthermore, we plan to evaluate the editors in real world settings, with teachers and students from various disciplines and levels of study.
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Abstract. Block learning is a useful and efficient way of learning currently used in many learning systems in both pre-university and university environments. Based on the key concept of learning by focusing, this style of learning is based on the progressive way of gaining knowledge and acquiring different types of skills. In this paper we will present a method of assessing learners by indirectly encouraging them to use block-based solving problem strategies by solving tests obtained from a genetic algorithm. After the generation of sequences of blocks that solve the problem is made by using a genetic algorithm, the resulted tests are used to assess learners in order to familiarize them with sequential learning.
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1 Introduction

Changes in the technological, economic and social environments appear to lead to modifications in the individual learning strategies [16]. Today students obviously have different ways of gaining knowledge and solving problems. Teachers started to foresee this change, thus they started to combine the traditional methods of teaching with diagrams, presentations, graphics, images, audio or video to structure the presentation of information [13]. Furthermore, learning has been driven to other differently-structured means of learning in the form of electronic learning, [11] and [12], leading to the formation of educational online platforms [10]. In practice, even if the teaching follows a traditional path, students search lateral modalities of learning [15] and seem to understand better if the information is structured in more creative and interactive interfaces (sources) than the plain text-based learning [14].

Learning by blocks is one of the interactive methods that can be successfully used to complete a programming course. Blocks are used currently as basic methods for courses related to programming, robotics and domains which use algorithms and scenarios/information that can be structured in steps, especially for creating the basic knowledge in a certain domain. As a confirmation, the usage of this method of learning
has led to the development of learning software tools, such as Blockly [5] or Alice [6] for showing the importance of the algorithmic thinking or Lego™ Mindstorms [4] for programming robots that can solve practical problems experienced in real life.

2 Blocks Used for Assessment Tests

Basically, learning by blocks refers to a type of learning where the teacher forms learning paths for a specific course which can be conceptualized using learning blocks. Learning blocks can find their utility in the process of learning either by being used by teachers to structure their courses or by students in order to solve exercises and problems. Structuring information in blocks and learning by creating relations between them develop specific skills and the logic and rational components of thinking. Furthermore, the block-based learning develops lateral thinking skills such as spatial and temporal organization of activities. The solution of developing learning paths based on learning blocks can be extended to assessing students. In short words, students can be assessed by asking them to form paths that solve a problem.

In a short definition, a block is a unit of learning which contains a unit of information that transform an input data to an output based on several requirements. Basically, it has three components: input, output and requirements. A general form of a block used for assessment is shown in Fig. 1.

![Fig. 1. General form of a learning block](image)

The general idea of the assessment is the usage of a generator of paths which gives a solution to a given problem. Based on the generated solution, the student must create a path formed of a set of blocks instances that are known.

Based on such blocks, the students can be assessed related to the concepts learned during a specific course. Basically, the problem that must be answered can be mathematically reduced and enunciated as follows: given $B_1, B_2, \ldots, B_n$ blocks by their input, output and parameter components, it is required to determine permutations of these blocks $B_{p1}, B_{p2}, \ldots, B_{pn}$ so that a number of $k$ requirements to be respected, denoted by $f_1, f_2, \ldots, f_k$.  
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Shortly, for the \(i\)th requirement there must be generated a sequence of blocks which would meet that requirement. Also, there is a global requirement \(f_0\) that must be met by the entire generated sequence, which reunites all the \(k\) requirements.

\[
\begin{align*}
\require{Bp1} & \rightarrow B_{p_1}, \ldots, B_{p_{a}} \\
\require{Bp2} & \rightarrow B_{p_{a+1}}, \ldots, B_{p_{b}} \\
\vdots \require{BpK} & \rightarrow B_{p_{a+b-1}}, \ldots, B_{p_{b}}
\end{align*}
\]

3 Model of Generating Tests

In this paper, we describe a model that solves the problem which consist in the generation of the correct solution, based on which the student must solve the problem. In other words, the given problem is solved using a genetic algorithm (several solutions are generated) and then the student is asked to solve the same problem having as checking base the generated solutions from above (after solving the problem, the student can confront the obtained solution with the solutions generated by the model).

We have created a model for generating block used for assessment with respect to several requirements, based on a genetic method. The operations and structures used are:

- The genes are represented by blocks which form permutations or chromosomes (sequences of blocks).
- A chromosome is a test. Basically, the model has as result a variety of tests formed of blocks that can be used for assessment. From this variety, a test that respects all the \(k\) requirements is chosen.
- The fitness function consists in the number of block connections that respect the given requirements.
- The mutation consists in swapping a gene with a random generated one from a random chromosome.
- The crossover operation consists in mixing parts of two chromosomes. Given two chromosomes and a random position within them, the second part of the first chromosome is swapped with the second part of the second chromosome and the first part of the second chromosome is swapped with the first part of the first chromosome with respect to the generated position.

The scheme of the model is presented in Fig. 2. The genetic algorithm takes place in the third step.

As a short example, using the concepts and notations presented in Sect. 2, we will take an example of describing a problem according to which a robot must follow a set path (for example, a rectangular path). If the robot must follow such a path, then the number of requirements is equal to 5 (four requirements for the rectangle sides and one for the global problem). If the rectangular path is denoted by ABCD, then \(f_1\) will be the requirement for the side AB, \(f_2\) for BC, \(f_3\) for CD, \(f_4\) for DA. The requirement \(f_0\) stands...
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4 Practical Aspects of the Described Model

Using this modality of learning, the gain of knowledge and the development of skills is combined with the reasoning and the logic of activity, developing in the same time the spatial and temporal organizational skills of the learners. Another important result of the usage of this method is represented by the development of problem solving skill, successfully applicable in real life. Also, besides the fact that the course information can be structured using blocks, the traditional way of block learning, i.e. the organization of course activity, can be obviously made using block-based method.

In order to support this, we will show an example of solving a practical problem using Lego Mindstorms: “Randomly generate the number of rotations that a robot must make on the sides of a rectangle, in terms of the side lengths measured in motor revolutions, the lengths from the set \{4, 5, 6\} and the widths from the set \{2, 3, 4\}, then move the robot from one corner then returning at the same position. All the operations must be made using the same program.” As solution, we will use two numerical values \(a\) and \(b\) for length, respectively for width. Their creation will be made using two blocks Variable and for the initialization there will be used Random blocks, with the given requirements of number limit. The following blocks are the motor ones, adding the

---

Fig. 2. The general scheme of the model
block Variable for creating the number of rotations, in order for the robot to move. Figure 3 presents the sequence of blocks that solves the given problem.

By using the generator described in Sect. 3, a great variety of the generated test is built. Besides that, tests can vary in complexity, based on the key parameters of the model: n (number of blocks), k (number of requirements), f (the actual requirements) and O (number of intermediary output). This generator can be successfully used for courses from various domains of activity. Many software tools have been developed in order to develop skills in areas of first-step programming (Scratch, Blockly, Alice) or robot programming (Lego Mindstorms).

5 Conclusions

From the experience gained at the courses and seminars, students responded positively to this type of learning and from this fact results the necessity of such a generator. In addition, the usage of genetic algorithms is appropriate for situations as the one presented in our paper where the solutions set is extremely large and their generation would use an exponential runtime, in solving problems related to education [1], transport [2] or design [3]. As parallel structures, we have also used genetic algorithm in the educational area, more specific in assessment, for generating tests with certain requirements, either isolated or connected [9], using arborescence or genetic structures [7], with requirements given by solving time, degree of difficulty or closeness of answers [8]. As a future continuation of the present work, in the next period we propose to create an online tool for the generation of tests for courses that can be adapted to block teaching and learning.
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Abstract. While the nursing process provides a framework for documenting nursing practice and delivering patient-focused care, nurses often have difficulty applying the nursing process in clinical practice. Fortunately, electronic nursing documentation using clinical decision support systems (END-CDSS) can improve the accuracy of recorded nursing process. To date, however, no study has evaluated nursing documentation accuracy over time following END-CDSS implementation. Accordingly, the aim of this study was to evaluate if the Professional Assessment Instrument (PAI) END-CDSS improved the accuracy of nursing documentation in an Italian hospital cardiology inpatient unit. A quasi-experimental longitudinal design was conducted. A random sample of 120 nursing documentations was collected and evaluated using the D-Catch instrument. A significant improvement ($p < .001$) in nursing documentation accuracy scores was shown after PAI implementation. These results suggest that an END-CDSS can support nurses in the nursing process by improving their clinical reasoning skills.
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1 Introduction

The nursing process is the recognised framework for nursing practice to deliver patient-focused care; it also constitutes a framework for documentation [1, 2]. The use of the nursing process has shown an improvement in both patient outcomes and documentation accuracy [3, 4]. Nursing documentation accuracy is important for patient safety and care [5].

Nevertheless, several studies have shown deficiencies in the recording of the nursing process, including low accuracy in nursing documentation [6, 7]. These findings have shown that nurses have difficulties adequately recording the nursing process due to several factors (e.g., lack of diagnostic education, restrictive hospital policies) [8].
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Electronic nursing documentation should include the nursing process phases, such as patient needs assessment, nursing diagnoses, planning and delivering interventions, and patient outcomes evaluation; furthermore, these nursing care elements should be expressed using a standardised nursing taxonomy [9]. Electronic nursing documentation that includes technologies like clinical decision support systems (END-CDSSs) can help nurses in the use of the nursing process by improving the accuracy of nursing documentation in clinical settings [8]. To our knowledge, no study has yet been conducted to evaluate nursing documentation accuracy over time after the implementation of an END-CDSS.

1.1 Professional Assessment Instrument (PAI)

The Professional Assessment Instrument (PAI) is an END-CDSS that can be used in hospital settings to record nursing care according to the phases of the nursing process (e.g., nursing assessment, nursing diagnosis, interventions) [10]. The PAI implements standardised nursing taxonomies to record nursing diagnoses (NANDA-International) and nursing interventions (Italian Nomenclature of Nursing Care Performance) as well as an END-CDSS to support nurses in the identification of nursing diagnoses and interventions following the nursing process phases [11, 12]. Beginning with the clinical findings recorded during nursing assessment, the END-CDSS suggests possible nursing diagnoses and interventions that must then be confirmed by the nurse.

In February 2013, the PAI was implemented in the university hospital ‘Agostino Gemelli’ in Rome, Italy.

1.2 Aim of the Study

The aim of this study was to evaluate if the use of the PAI END-CDSS improved the accuracy of nursing documentation in a cardiology inpatient unit of the ‘Agostino Gemelli’ hospital.

2 Methods

2.1 Design, Setting, Sample, and Data Collection

A quasi-experimental longitudinal design was conducted. The cardiology inpatient unit had 31 beds. Nursing documentation accuracy was audited at four different time points: one month before PAI implementation (Time 0), four months after PAI implementation (Time 1), eight months after PAI implementation (Time 2), and one year after PAI implementation (Time 3).

From a total number of 352 nursing documentations a random sample of 120 nursing documentations was extracted (30 nursing documentations at each time point) in the cardiology inpatient unit. Computer-generated random numbers were used for a simple randomization of nursing documentations. The selection criteria for the collected documentations were that they concerned patients discharged from the inpatient unit who were hospitalised for a minimum of three days.

Data were collected between January 2013 and February 2014 using the D-Catch instrument [13].
2.2 Instrument

D-Catch is an instrument to measure nursing documentation accuracy. It is composed of six items that measure (1) nursing documentation structure, (2) patient nursing assessment on admission, (3) nursing diagnoses, (4) nursing interventions, (5) nursing-sensitive outcomes, and (6) nursing documentation legibility. The D-Catch uses qualitative and quantitative criteria to evaluate nursing documentation accuracy. Each criteria uses a four-point Likert scale, with 4 = very good and 1 = poor for qualitative criteria and 4 = partially complete and 1 = none for quantitative criteria. Items 1 and 6 were evaluated using only qualitative criteria, with possible scores from 1 to 4 for each item. Items 2 through 5 were evaluated using both qualitative and quantitative criteria, with possible scores from 2 to 8 for each item. The D-Catch has shown adequate psychometric properties. Exploratory and confirmative factorial analysis resulted in one factor, ‘chronologically descriptive accuracy’ (Items 1, 2, 4, 5, and 6), and one item, ‘diagnostic accuracy’ (Item 3) [13, 14].

Two scores were computed from the D-Catch instrument: a score for the chronologically descriptive accuracy factor (obtained from the sum of Items 1, 2, 4, 5, and 6) and a score for Item 3 (diagnostic accuracy). A higher score indicated better nursing documentation accuracy. After obtaining Institutional Review Board and study site approval, eight nurses were instructed in using D-Catch. Acceptable inter-rater reliability was assessed prior to data collection. For each nursing documentation, the length of hospital stay was also collected.

2.3 Data Analysis

SPSS version 21 was used to analyse the data. Descriptive statistics (mean, median, and range) were used to describe length of hospital stay and documentation accuracy scores. Since the data did not conform to the assumptions of parametric tests, such as analysis of variance, a Kruskal-Wallis H test for independent groups was run to assess if the use of PAI improved nursing documentation accuracy. Distributions of chronologically descriptive and diagnostic accuracy scores were not similar for all groups; therefore, mean rank was regarded as describing accuracy scores among time groups. Pairwise comparisons were performed using Dunn [15] procedure, with a Bonferroni correction used for multiple comparisons, to test differences in nursing documentation accuracy scores over time. Probabilities equal to and less than 0.05 were regarded as significant.

3 Results

A sample of 120 nursing documentations of patients admitted to a cardiology inpatient unit were investigated. The median length of stay was 7 days, ranging from 3 to 62 days.

Both chronologically descriptive ($\chi^2 = 43.61, p < .001$) and diagnostic accuracy ($\chi^2 = 18.01, p < .001$) scores were statistically significant different among the time groups. Regarding chronologically descriptive accuracy, post-hoc analysis revealed statistically significant differences ($p < .001$) in scores between Time 0 (mean
rank = 27.07) and the other three time groups (mean rank = 60.50 for Time 1, mean rank = 72.47 for Time 2, and mean rank = 81.97 for Time 3), but not between any other group combinations (Fig. 1). In terms of diagnostic accuracy, post-hoc analysis revealed statistically significant differences (p < .01) in scores between Time 0 (mean rank = 34.85) and Time 1 (mean rank = 67.34) as well as between Time 0 and Time 3 (mean rank = 63.80), but not between any other group combinations (Fig. 2).

Fig. 1. Mean rank scores of chronologically descriptive accuracy by time

Fig. 2. Mean rank scores of diagnostic accuracy by time
4 Discussion

The primary finding of the present study was that the implementation of PAI improved nursing documentation accuracy. Therefore, the PAI was able to improve the learning and use of the nursing process in a clinical setting, showing its potentiality and suitability as field training technology-based tool.

There was a significant difference between Time 0 and all other time points for chronologically descriptive accuracy scores, indicating that the PAI improved the accuracy of nursing documentation and that this improvement was maintained over time. Indeed, even if a significant difference had not been found among other chronologically descriptive accuracy scores by time, such as between Time 1 and Time 2 or between Time 2 and Time 3, the findings still showed a linear trend of improvement over time.

A similar result was found for diagnostic accuracy, with significant accuracy score differences between Time 0 and Time 1 as well as between Time 0 and Time 3. Although there was a decrease in documentation accuracy at Time 2, this did not affect the general improvement in diagnostic accuracy shown after one year of PAI utilisation. Further, several factors related to nursing staffing and hospital organisation may have affected the diagnostic accuracy decrease found at Time 2, although analysing these variables was outside the scope of the present study.

The results also found lower scores for diagnostic accuracy than for chronologically descriptive accuracy. This means that additional interventions, such as education to improve nurses’ diagnostic reasoning skills and strategies to improve the working conditions of hospital nurses, are needed to further improve diagnostic accuracy [16].

5 Conclusions

This study showed that the PAI was a useful field training technological tool to improve the use of the nursing process and, consequently, documentation accuracy in the long term. From a clinical point of view, the use of an END-CDSS, such as the PAI, can improve nurses’ clinical reasoning skills by connecting the reasoning process to the nursing process.

However, further research is needed to investigate what factors in addition to the PAI, such as staffing or hospital organisation variables, can affect nursing process documentation accuracy. Other studies could investigate if improvements on the nursing process accuracy are associated with a better clinical communication among nurses, better patient outcomes and less missed nursing care.

Acknowledgements. This work was funded by the Italian Centre of Excellence for Nursing Scholarship, Rome, Italy.
References

Effectiveness of E-Learning Training on Drug – Dosage Calculation Skills of Nursing Students: A Randomized Controlled Trial

Ferrari Manuela¹, Tonella Simone¹, Busca Erica²(✉), Mercandelli Stefano³, Vagliano Liliana⁴, Aimaretti Gianluca², and Dal Molin Alberto¹,²

¹ Nursing School, Biella Hospital, Biella, Italy
manuela.ferrari@infermieribiella.it
² Department of Translational Medicine,
Università del Piemonte Orientale, Novara, Italy
erica.busca@uniupo.it
³ Biella Hospital, Biella, Italy
⁴ Department of Public Health and Pediatrics, School of Medicine,
Università di Torino, Torino, Italy

Abstract. Drugs administration errors are often used as patient safety indicators in hospitals, being deemed a common and potentially risky event for individual safety. Poor mathematical skills might contribute to medication calculation errors. E-learning is a new training tool that takes advantage of new technology. It constitutes an important development in training and teaching in general.

The purpose of this study was to evaluate the effectiveness of an e-learning teaching course using on-line platform compared to traditional teaching. Between 1 April 2016 and 22 April 2016, 198 second-year nursing students were randomized: 98 were allocated to the e-learning group (intervention group) and 100 in the control group received lectures with a professor. Students in both groups completed a questionnaire prior (T₀) and after the course (T₁).

The findings of this study indicated that students, in both groups, boosted their calculation abilities between T₀ and T₁ test (22.4 vs 25.6 p < 0.001; 20.3 vs 23.5 p < 0.001). However, there was no statistically significant difference between the number of correct responses on both tests or the number of individuals showing improvement for either training course.

Improvements in drug-dosage calculation skills have been observed in e-learning group, although the intervention was no more efficient than traditional lecture. We believe that more studies should be carried out in the future in order to understand better the phenomenon.

Keywords: Drug calculation skills · E-learning · Nursing education
1 Background

One of the most controversial aspects of medical care is the possibility of involuntary causing harm that could result in disabilities. For this reason, the percentage of iatrogenic damage has become an important and significant marker of quality of care [1]. Nowadays, therapeutic errors remain the most common type of nursing/medical errors registered worldwide [2]. It has been estimated that therapy error represents 12%–20% of total errors within the healthcare environment [3]. Although errors occur at every stage of the medication preparation and distribution process, one third of those that harm patients are attributed to the administration phase [4].

Drug administration is one of the most important nursing responsibilities [5]. Efficient and safe drug administration requires not only knowledge of essential information, which are patient data, diagnosis, age, and pathological condition; but, above all, theoretical and clinical, both pharmacological and mathematical, knowledge of dosages [6, 7]. Poor medication calculation skills can lead to erroneous dosages administration, which in turn can damage the patient or put his life in danger [8]. The Nursing Midwifery Council established the obligation for every English nurse to prove, before admission, suitable math skills that will be enhanced and reevaluated throughout her career [9]. In to 2002, Brown’s study pointed out that many students are admitted to university with very poor basic math skills, such as calculations of fractions, decimals, and percentages [10]. In Italy, during nursing student education at university, one of the abilities, which is part of practicals, is drug dose calculation. This ability should have already been acquired during secondary school since it is part of the ministerial program, but many studies stated this skill is scarce [11].

In the last few years, great importance has been given to the use of new technology in teaching environment, especially given the effectiveness of e-learning and its capability to offer autonomous and personalized learning [12–14]. It constitutes an important development in terms of global training and teaching, since it allows for a teaching methodology characterized by flexibility in type of education, respect for learning pace, personalized forms of support, and assessment times. Economic and organizational aspects are considered key elements for e-learning sustainability. However, it is important not to place these components above others, in order to guarantee appreciable quality levels [15].

Recent studies investigated the effects of Web-based teaching during nursing education, specifically on the development of math skills and drug calculations [16–19]. More attention has been given to identifying appropriate teaching/learning strategies that facilitate the development of calculation skills, but there isn’t a clear conclusion about the best teaching method. Few studies compared e-learning course with traditional classroom lecture, generally it was an integrative program in addition to standard course.

2 Aim

The aim of this study was to evaluate the effectiveness of an e-learning training course by using an on-line platform compared to traditional training on drug-dosage calculation skills.
3 Methods

3.1 Study Design
A randomized control trial in which second-year students have been randomized to an e-learning training group versus a face-to-face course by a random number generator (www.random.org).

3.2 Setting and Participants
All second–year nursing students at a university of northern Italy (academic year 2015–2016) were recruited to participate in the study after obtaining their signed informed consent form. Students who had already failed the course in a previous year were excluded.

3.3 Intervention Group
Students in the intervention group received an e-learning course. It was developed using a custom-made online platform. The course included general exercises for dosage calculation and case-based exercises. Students received feedback for every response given, whether correct or incorrect. The e-learning course was web-based and available to undergraduate students by an access key for 5 days, at multiple locations.

3.4 Control Group
Students in the control group received a four hour-lecture with a professor. The exercises provided were pertinent to the e-learning course. After the lecture, hand-outs of the PowerPoint presentation were given to the students.

3.5 Data Collection Tool
Calculation skills were evaluated for all students at their baseline (T₀) from 1 May 2016 to 15 May 2016 and after the course (T₁) from 7 June 2016 to 14 June 2016. The instrument, originally used in a pediatric environment [11], was adapted to an adult context. Six experts evaluated the content validity: three nurses, a pharmacist, a chemist, and a physician. The final tool contained 33 questions on calculation abilities (equivalences, percentages, proportions) and case-based exercises on medication calculation. Students received one point for every correct answer. Uncompleted exercises or wrong answers were appointed a score of zero. The maximum time to complete the test was 1 h.

Social demographic data (gender, age, high school diploma) were collected at the baseline (T₀).
3.6 Outcome

The outcome was drug-dose calculation skills, considered not only as basic knowledge of arithmetic but also as an ensemble of abilities such as problem conceptualization and mental representation of a solution [20].

3.7 Data Analysis

A descriptive statistic was performed: mean and standard deviation for quantitative variables and absolute and relative frequencies for qualitative variables (gender, secondary education).

Comparison between age, in the group was performed by t-test for unpaired data, while comparison between gender and secondary education by Chi-squared test.

Comparison between mean scores at T_0 and T_1 was carried out, for each group, with t-student test for paired data.

Comparisons between the means of scoring increments (from T_0 to T_1), in the two groups, were performed by the t-test for unpaired data.

The percentage of individual improvements (from T_0 to T_1) within the groups were analyzed with the Chi-squared test without Yates’s correction.

The significance level was fixed at 5%. All statistical analyses were performed using STATA Vers.13.

3.8 Sample Size

It was necessary to include 80 students in each group. Sample size was estimated assuming a standardized effect size (improvement in drug–dosage calculation skills between the two groups divided by the common standard deviation) of 0.45 (alpha: 0.05; Beta: 0.20) [21, 22].

3.9 Ethical Consideration

Ethical approval was accorded by the review committee of Azienda Ospedaliera Universitaria Maggiore delle Carità di Novara (approval n. 317/CE – 1st April 2016). Students received oral and written information about the study. Participants were asked to fill in and sign an informed consent form before recruitment.

4 Results

In this study, 198 students were enrolled. Ninety-eight of them were allocated in the intervention group (e-learning training) and one hundred in the control group (traditional training). Fourteen students did not complete the study (4 in the intervention group and 10 in the control group) due to their absence during testing. One hundred and eighty-four students were included in the analysis (see Table 1).
We observed a statistically significant increase in drug–dosage calculation skills in both groups. Students in the intervention group had a total mean score of 22.4/33 (sd 7.6) in the T0 test and an average of 25.6 points (sd 6.1) in the T1 test, with an average improvement of 3.2 points (sd 5) (p < 0.001). Control group students had a total mean score of 20.3/33 (sd 7.8) in the T0 test and an average of 23.5 points (sd 8.3) in the T1 test, with an average improvement of 3.2 points (sd 6) (p < 0.001). There was no statistically significant difference between the number of individuals showing improvement for either training course or the number of correct responses on both tests (see Table 2).

Table 1. Baseline characteristics of students

<table>
<thead>
<tr>
<th></th>
<th>Intervention group (n = 94)</th>
<th>Control group (N = 90)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female. n (%)</td>
<td>71 (75.5%)</td>
<td>65 (75.2%)</td>
<td>ns</td>
</tr>
<tr>
<td>Age. mean (sd)</td>
<td>24 (4.8)</td>
<td>23 (3.34)</td>
<td>ns</td>
</tr>
<tr>
<td>High school diploma:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lyceum. n (%)</td>
<td>59 (62.76%)</td>
<td>64 (71.1%)</td>
<td></td>
</tr>
<tr>
<td>Technical Institute. n (%)</td>
<td>27 (28.72%)</td>
<td>21 (23.3%)</td>
<td></td>
</tr>
<tr>
<td>Vocational school. n (%)</td>
<td>7 (7.44%)</td>
<td>5 (5.55%)</td>
<td></td>
</tr>
</tbody>
</table>

We observed a statistically significant increase in drug–dosage calculation skills in both groups. Students in the intervention group had a total mean score of 22.4/33 (sd 7.6) in the T0 test and an average of 25.6 points (sd 6.1) in the T1 test, with an average improvement of 3.2 points (sd 5) (p < 0.001). Control group students had a total mean score of 20.3/33 (sd 7.8) in the T0 test and an average of 23.5 points (sd 8.3) in the T1 test, with an average improvement of 3.2 points (sd 6) (p < 0.001). There was no statistically significant difference between the number of individuals showing improvement for either training course or the number of correct responses on both tests (see Table 2).

Table 2. T0–T1 improvement.

<table>
<thead>
<tr>
<th></th>
<th>Intervention group (n = 94)</th>
<th>Control group (N = 90)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Students who improved their skills between T0–T1. n (%)</td>
<td>68 (72.3%)</td>
<td>59 (65.5%)</td>
<td>0.32†</td>
</tr>
<tr>
<td>Scores improvement between T0–T1. mean (sd)</td>
<td>3.245 (4.97)</td>
<td>3.2 (6.02)</td>
<td>0.94‡</td>
</tr>
</tbody>
</table>

† Chi-squared test without Yate’s correction
‡ T-Test for Unpaired data

5 Discussion

Medication calculation courses have a positive effect on drug-dosage calculation skills. Our study was not able to demonstrate any superiority of e-learning education program efficacy compared to a traditional one. Both methods resulted in improved medication calculations after the course. These results are in line with the study performed by Simonses et al. which proved how the calculation abilities of 183 nurses, coming from different task groups, improved after training [23]. Also, Van Lancker compared the effectiveness of an e-learning course with a traditional course among a group of nursing students in their last year of university. The results showed that both methods had increased the students’ knowledge but, after three months, their medication calculation skills declined. In the group subjected to the face-to-face method, the decrease was not significant like in intervention group [18].
McMullan et al. on the other hand, reported better outcomes in favor of the e-learning program [16]. A possible explanation for this discrepancy is the high drop-out rate of students. In addition, in the control group of McMullan study, the provision of hand-outs involves less contact with a teacher.

One other study used a non-randomized design to evaluate the effect of an e-learning program integrated in a regular pediatric course. The students had access to the Pediatric Medication Safety program using an on-line platform, which could be utilized any time during the entire semester. Students in the e-learning group had significantly higher scores on medication calculation, however the intervention and control groups had significant baseline differences [17].

The study results suggest that implementation of an e-learning course in a teaching environment provides students with sufficiently realistic scenarios, allowing them to safely conceptualized and choose appropriate solution [24]. In fact, the university should evaluate opportunities offered by new technology and include alternative and efficient teaching methodologies in university paths offered to students, which can also reduce educational costs in line with ever more pressing cost containment. All of this can be guaranteed, contributing considerably to the expansion of knowledge, thanks to the employment of 2.0 technologies and to the production of “flexible” educational raw materials, which develop potential to integrate raw material with sources [14].

This study had several limitations. First, fourteen students were lost to follow up, it could compromise the results. Second, the students voluntarily participated, and the e-learning program allowed the students self-directed learning in accordance with their needs. The amount of time students spent studying could not be precisely measured. Third, we only evaluated the effects of the intervention immediately after the course.

The traditional pedagogical model, which is teacher-centered, acknowledges authority in professors and written work. The knowledge process is rapid, but this kind of approach reveals its weakness as being mainly based on memorization rather than on thinking and problem solving and, hence, on the professor’s ability to lead the student to solve the problem. In a modern learning environment, which is student-centered, the teacher’s role continues to become more that of a facilitator, a group learning leader. The benefits of such a method are interaction, active problem-solving aptitude, and instant feedback from students. Students’ weak areas can be easily bridged by focused teaching support. Moreover, evaluation can be carried out both objectively and by self-evaluation methods [13]. Technology provides new and interesting opportunities for learning experiences. An e-learning program allows students to access their course materials at any time or place and to study at their own pace. This kind of learning also provides chances to select alternative learning paths based on prior knowledge and experience. From this point of view, the evaluation process is primarily a self-evaluation process as well.

6 Conclusion

In the end, even if were not able to confirm that e-learning education is more efficient than a traditional education, we can instead infer that both modalities increased students’ calculation abilities, highlighting the possibility that the two teaching methods
are both efficient. We believe that equivalence or non-inferiority studies should be carried out in future in order to prove this data and to determine which are the best methods offered from the e-learning platforms.
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Abstract. High-Fidelity Patient Simulation is defined as a replicated clinical experience in a controlled learning environment that closely represents reality. This learning method creates the opportunity for students to gain specific and fundamental clinical skills in a controlled, safe, and forgiving environment. Even though the available evidence shows the impact of High-Fidelity Patient Simulation in improving nursing students’ learning objectives, several reasons do not allow confirming its effectiveness. Many studies show weakness in validity and reliability due to the low quality of study design, inadequate sample size and/or convenience sample recruitment. Furthermore, most studies appear uneven in research methods and unstable in outcome measurements. Finally, little is known about learning outcome retention. Therefore, high-level studies are required to strongly confirm the impact of High-Fidelity Patient Simulation on students’ learning outcomes, especially on long-term retention, and on patients’ advantages. This trial project, called S4NP (Simulation for Nursing Practice), was designed to confirm if the nursing students’ exposure to complementary training based on High-Fidelity Patient Simulation could produce long-term beneficial effects on learning outcomes compared to the traditional training program.
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1 Introduction

High-Fidelity Patient Simulation (HFPS) is defined as a replicated clinical experience in a controlled learning environment that closely represents reality [1, 2]. Generally, HFPS sessions are realized with a computerised full-body manikin that can be manipulated to reproduce various physiological parameters and to provide a realistic response to students’ actions [3]. HFPS creates the opportunity for students to gain specific and fundamental clinical skills [4, 5] in a controlled, safe, and forgiving...
environment free from the risk of harm both for students [6–8] and patients, to which best-quality care in safety conditions must be guaranteed [9]. In fact, the involvement of students in an appropriate learning environment along with the improvement of their knowledge and performances are shared responsibilities of healthcare professionals and educators. As much as healthcare professionals and educators struggle to create appropriate learning environments, the risk of harm to patients by students in training cannot be completely eliminated [10]. Similarly, students in training can be exposed to several risks, such as percutaneous and mucocutaneous exposures to biological materials potentially infected with blood-borne viruses [11, 12]. These risks usually decrease with the rise of clinical skills of students, which they could improve preliminarily and safely before beginning their clinical training [12, 13]. It is evident from the literature that HFPS is becoming an increasingly important aspect of learning in undergraduate nursing programs [9, 14]. Numerous available evidence shows the impact of HFPS on nursing students in terms of achievement of learning objectives [2, 15]. Particularly, adding HFPS to traditional teaching methods, such as classroom lectures and clinical training placements, could result in an effective educational strategy to simulate the ‘real-world’ clinical settings and enhance the application of theory to practice [16]. However, despite this encouraging evidence, at least, two reasons do not allow confirming the effectiveness of the HFPS simulation in improving nursing students’ learning outcomes. Firstly, many studies show weakness in validity and reliability due to the low quality of study design, inadequate sample size and/or convenience sample recruitment [2, 15]. Secondly, most studies appear uneven in research methods and unstable in outcome measurements. Furthermore, little is known about learning outcome retention [2], and the effect of HFPS training on patient outcomes should also be confirmed [17, 18]. For these reasons, high-level studies are required to confirm the impact of HFPS on students’ learning outcomes, especially on long-term retention and on patients’ outcomes [19–22].

1.1 Aims and Study Hypothesis

Taking these requirements into account, this trial project called S4NP (Simulation for Nursing Practice) was designed to confirm if the nursing student’s exposure to complementary training based on HFPS could produce long-term beneficial effects on learning outcomes, compared to the traditional training program. Therefore, the hypothesis of this study is that the second-year nursing students enrolled to receive HFPS show differences in learning outcome acquisition and retention compared to students enrolled to receive traditional training programs based on classroom lecture, clinical placement and static manikin.
2 Methods

2.1 Study Design and Population

The S4NP study will be conducted through a 24-month stratified single-blind, randomized, and controlled waiting-list trial involving nursing students attending an Italian Nursing Degree Program (NDP).

2.2 Setting

This study will be conducted into the NDP of the University of L’Aquila, located in central Italy. In Italy, the NDP lasts 3 years and is based on 180 credits (5400 h), including theoretical courses (96 credits), clinical placements (60 credits), and other activities (24 credits). Students obtain credits by successfully passing theoretical and clinical exams, 5 (on average) and one per year, respectively. Students attend their clinical training in hospitals and social or health facilities under the supervision of trained tutors. At the University of L’Aquila, an Advanced Clinical Simulation Laboratory, called ‘Nursing Lab’, is going to be equipped as a realistic replication of a hospital intensive care unit room. The patient under various clinical conditions can be simulated by a wireless-controlled Gaumard® simulator ‘HAL® S1000’, supported by an advanced audio-video recording system that allows both to perform high-level debriefing and to broadcast real-time connections with classrooms. Providing students attending the classroom with ‘tele-assisted’ lectures represents an innovative, strong point of this teaching system. Nursing Lab training is based on reproducible algorithms designed on the basis of real clinical scenarios and managed by a qualified instructor that operates according to pre-established training objectives. Finally, many part-task trainers allow students to train on specific clinical skills (e.g. injection, urinary catheterization, blood sampling, etc.).

2.3 Inclusion and Exclusion Criteria

Participants will be included in the study if: (1) they are enrolled in the second NDP year for the first time; (2) they have passed the exam of ‘Clinical Nursing’; (3) they give their informed consent.

Participants will be excluded from the study if: (1) they were transferred from another degree course or from another university; (2) they are enrolled in an ERASMUS Project; (3) they are workers or volunteers in healthcare facilities.

2.4 Sample Size

Before the S4NP research project was developed, a systematic review of the learning effects of HFPS was conducted by the same team of researchers, and its results were used to estimate preliminary sample sizes for each identified learning outcome. Therefore, to document any difference in end-point scores with a 5% two-tailed alpha and 80% power, 78 students will be required under 1:1 parallel allocation (i.e. 39 students per group). The estimate calculation was performed by G* Power software 3.1.9.2. considering a medium effect size \(d = 0.65\).
2.5 Groups, Intervention, and Follow-up

According to the study design, after having obtained informed consent, participants will be randomized into two groups: Intervention Group (IG) and Control Group (CG).

**Intervention Group**

In association with traditional training, students in the IG will be exposed to 3 HFPS different scenarios consistent with second-year NDP learning objectives: (1) acute respiratory failure (ARF), (2) heart attack (HA), and (3) heart failure (HF). One week before the HFPS sessions, IG students will receive a two-hour lecture for each of these three clinical conditions. The 60-min HFPS session will start with an initial briefing to introduce students to the characteristics of this teaching and learning method and will finish with a structured and video-assisted debriefing aiming to explore and understand the relationships among events, actions, feelings, performance and outcomes of the simulation. To improve learning outcomes, after having reflected critically on their own weaknesses, students will also be invited to repeat once more the section under the supervision of a tutor. Overall each IG student will be exposed to six HFPS sessions throughout the second year (Fig. 1). Three IG students will be engaged per single session.

![Fig. 1. HFPS sessions and end-point assessment](image)

**Control**

Control group students will be exposed only to the traditional training based on classroom lecture, clinical placement, and static manikin.

**Follow-up**

According to the waiting list design, control group students will receive the intervention during the 3rd academic year. For each academic year, end-point measurements will be carried out as follows: T₀ (baseline), T₁ (6 months), and T₂ (12 months) (Fig. 1).
2.6 End-Points and Instruments

In this study, primary end-points include self-reported (self-efficacy, self-confidence, satisfaction) and objective outcomes (performance, knowledge, ability in nursing care) measured immediately after the HFPS session and longitudinally in order to detect the retention over the time. As regards self-reported outcomes, self-efficacy is how students think, feel, motivate themselves, and perceive their clinical practice [22], while self-confidence is how students believe in their own abilities when performing nursing care [23], whereas satisfaction corresponds to the feeling of pleasure that students experience in their learning environment. Regarding the objective outcomes, performance explains how students use their clinical skills [24, 25], knowledge represents the level of the theoretical bases about caring [26], and ability in nursing practice means the ability to achieve objectives in real nursing care settings [25]. Each endpoint will be assessed through ad hoc instruments, questionnaires reported in the literature, and considering current guidelines. Socio-demographic data will be collected with a pre-tested data collection form.

2.7 Randomization

To eliminate confounding effects produced by variables associated with nursing students’ academic success and performances [27, 28], a computer-generated stratified randomization will be carried out based on gender, type of upper-secondary school attended, and average number of university credits achieved. Participants will be randomized following a 1:1 allocation distribution (IG:CG). An external investigator will perform the randomization procedure. To guarantee the allocation concealment, participants will be associated with a sequential number and their names will not be revealed to the external investigator, neither will the group to which they will be allocated.

2.8 Blinding

Since it is not possible to blind the intervention, the allocation will be revealed to the principal investigator and students only immediately before the study commences. Otherwise, investigators assessing the end-points and performing data analysis will be blinded.

2.9 Considerations on Guarantees for Students

According to the regulation of the course [29], simulation can be an integral part of the clinical training. Therefore, the participation to HFPS sessions does not compromise the regular training path of the students enrolled in the experimental group. Students who will consider dropping out of the experimental group will be guaranteed to continue their studies without any negative repercussions. Furthermore, to guarantee the same teaching and learning opportunities to the students, a waiting list trial design will be adopted [30, 31]. Therefore, initial intervention group students will receive additional training during the second academic year while initial control group students will receive the intervention after a waiting period, i.e. during the third academic year.
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2.10 Data Management and Statistical Analysis

Data will be blindly processed and analysed by an investigator adopting an intention-to-treat approach (ITT). ITT analysis is a pragmatic approach that compares nursing students on the basis of the groups to which they were originally randomly assigned. The ITT approach is recommended to provide an unbiased estimate of the effect of intervention assignment on the outcome [32, 33]. A per-protocol analysis will also be performed as a secondary analysis to evaluate whether the trends observed in intent-to-treat results are robust across student subgroups [34]. The homogeneity of demographic characteristics of the two groups at baseline (T₀) will be explored preliminarily. Descriptive and bivariate statistics will be used to describe participants’ characteristics and any possible group differences measured at the end of the first and second years of study. Data entry and processing will be done using the Statistical Package for Social Science (SPSS) version 19.0 software (IBM Corp., Armonk, NY, USA). The statistical level of significance accepted as valid will be two-tailed p-values ≤ 0.05.

2.11 Ethics

Ethical approval for this trial will be required from the Ethics Committee of the University of L’Aquila. Permission to reach students will be asked from the degree course board. Students will be informed of the purpose, requirements, duration of the study and that their participation in the study is voluntary. Students will also be informed that they have the right to drop out from the study at any time without having to give any justification. According to national law [35], confidentiality will be maintained throughout the data collection and analysis.

Informed consent and personal data intervention acceptance will be required through templates approved by the ethical board. These templates are based on national laws [35] and the ethical principles of the Helsinki Declaration.

2.12 Expected Outcomes of the Study

The study will provide scientific evidence on the effectiveness of HFPS in improving undergraduate nursing students’ learning outcomes. Furthermore, this research will make data available on long-term effects of HFPS, apart from produce information about nursing students’ clinical performances.
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Abstract. High-Fidelity Patient Simulation (HFPS) allows the nursing students’ immersion in a learning environment marked by complexity, dynamism, reality, and safety, connecting theory to practice. The increased use of the HFPS was also sustained by the beneficial impact that HFPS seems to produce on nursing students’ learning outcomes. However, available research is still conflicting, and several methodological issues do not allow achieving best-quality evidence. To analyse the impact of the HFPS on nursing students’ learning outcomes in critical care area, a methodological overview of the studies included in a systematic review was conducted. Heterogeneity about the geographic area, methods, simulation techniques, and control approaches was pointed out. However, studies based on cardiocirculatory scenarios showed the highest standardization of methods and assessment tools. The development and application of shared guidelines derived from adequately-sampled randomized controlled trials are expected to demonstrate the high-fidelity simulation to be a valuable adjunct to the traditional training program.

Keywords: Simulation · Nursing · Education · Nursing students · Systematic review · Methodological overview

1 Introduction

In the nursing field, simulation-based devices have markedly advanced up to current high-fidelity patient simulators with human traits that can mimic vital parameters resembling reality [1] and that can respond to physical and pharmacological interventions based on pre-established algorithms or on-the-fly inputs. High-fidelity patient simulation (HFPS) allows the nursing students’ immersion in a learning environment marked by complexity, dynamism, reality, and safety, being the bridge between theory and practice [2, 3]. Clinical training can expose patients to adverse events [4] and students to the risk of occupational accidents due to exposure to biological material [5, 6]. However, nursing students must be guaranteed their clinical skill learning, especially in critical care area where rapid and effective interventions are often required [7, 8]. Considering that the
safety of patients and students increases along with the rise in students’ clinical skills [5, 6] and that the reshaping of hospitals is resulting on a shortage of training opportunities [1, 5, 6, 9–11], a tendency for HFPS utilization in both undergraduate and post-graduate education has shown to be increased [11, 12]. This positive trend was also sustained by the beneficial impact that HFPS seems to produce on nursing students’ learning outcomes [13–15]. However, available research is still conflicting, and several methodological issues do not allow achieving best-quality evidence [14–18]. For this reason, to analyse the impact of HFPS on nursing students’ learning selected outcomes in critical care area, a systematic review was conducted. In this paper, a methodological overview of the studies included in this systematic review is reported.

2 Methods

A systematic review was conducted based on the Cochrane Handbook for Systematic Reviews of Interventions [19] and its reporting was checked against the PRISMA checklist [20]. Before implementing the search strategy, a pilot search was performed to obtain keywords and MeSH headings that could fulfil the research objectives. PubMed, Scopus, CINAHL with Full Text, Wiley, and Web of Science were searched. To perform an exhaustive search, reference and citation lists were checked for other relevant references. EndNote Web was used for the reference management of selected articles. To be included, the studies had to meet the following criteria: (a) be observational, quasi-experimental, or experimental; (b) involve academic nursing students; (c) utilize HFPS scenarios to facilitate the learning process; (d) contain data on learning outcomes (i.e. performance, knowledge, self-confidence, self-efficacy, or satisfaction); (e) be available in full-text version; (f) be scenario-based on critical care conditions; (g) be published in English, French, Spanish or Italian language; (h) have control groups not tested on HFPS before the intervention. Three raters screened the titles and abstracts and, for each eligible study, they reviewed the full-text for its relevance based on the inclusion criteria. The consistency of raters’ judgments was checked estimating the Krippendorf’s alpha coefficient [21]. The included studies were screened for their methodological quality through the Quality Appraisal Checklist for Quantitative Intervention Studies designed by the National Institute for Health and Care Excellence (NICE) [22]. Disagreements between raters were solved by discussion. The study design was checked with ‘List of study design features’ [19]. Using a coding protocol, data on year of publication, journal, design, country, sample size, mean age, course attended, brand and model of HFPS, control group intervention, scenarios, time of exposure to HFPS scenario, measurement tool of learning outcomes, and modalities of measurements were extracted independently by the authors.
3 Results

The search yielded 2603 studies from the databases directly and 1857 references from the reference and citation searching. After removing duplicates, three raters examined 2130 abstracts and, consequently, 492 eligible full texts independently. A total of 57 studies conducted from 2000 to 2017 were included in this review (Fig. 1).

Good internal validity was reported for all included studies, but, when evaluated by the NICE checklist, most of the studies revealed low generalizability and only one-third showed good external validity. Lack of data on the participants’ features such as gender, race, age, educational background, and previous HFPS experiences was pointed out in more than 50% of the studies. Also, a lack of HFPS information, such as equipment, duration of scenario, briefing and debriefing modalities, as well as information about the tools used to evaluate the learning outcomes, were detected. Retrieved studies had been mostly conducted in North America (60.27%), while only 9.59% were conducted in Europe (Table 1). All included studies accounted for 4281 participants ranging from 11 to 352 (median = 65). Enrolled students were mainly undergraduates (86.84%) with an overall mean age of 25.59 (SD 5.30). Most of the studies were quasi-experimental (64.91%) while only 7.02% were randomized controlled trials. Quasi-randomization was undertaken in 45.61% of studies, while in 47.37% no randomization was performed. Controlled studies accounted for the 68.42% of all studies. The most chosen study design was the pre-post approach. HFPS sessions were based mainly on cardio-circulatory (55.00%) and respiratory (37.00%) scenarios, and Laerdal® and METI™ products were the most frequently used simulators (48.65% and 16.21%, respectively). Although several methods were used in the treated groups, the control groups were mainly exposed to lectures (29.63%) or no intervention (22.22%). Anyway, all students comprising those enrolled into the non-intervention groups attended the traditional clinical training.

![Flowchart of study search and selection process](image)

Fig. 1. Flowchart of study search and selection process
4 Discussion

This paper reports a methodological overview of the studies included in an ongoing research project based on a systematic review of the effects of HFPS on academic nursing students’ learning outcomes. Low external validity and incompleteness of data reporting characterized a relevant part of the reviewed studies. Since unreported data could be potential confounders on the learning outcome analysis and the low external validity could affect the application of results in practice, more attention should be paid on these two factors to draw stronger conclusions. Since the European nursing education standards are homogeneous, thanks to the Bologna Process umbrella [23, 24], but studies in this field came mainly from North America, a greater body of evidence from European countries is needed to guarantee the ecological validity and facilitate the transferability of research results in practice [25]. As regards the target population of the included studies, little evidence is available about post-graduate nursing students. Furthermore, the distribution of participants among the years of the course does not allow identifying what the appropriate moment to utilize HFPS to obtain the best results on learning outcomes is. These issues should be better investigated in the future. Observational or quasi-experimental design and/or small-sized convenience samples [13–15] determined on the one hand more available data but, on the other side, lower-quality evidence. The high variability of HFPS approaches across studies makes comparative analyses difficult to perform and represents a barrier to understanding their effects on the nursing students’ learning outcomes [26], even though the most implemented scenarios in the critical care field, i.e. ‘cardiac arrest’, showed common traits, as they were usually based on cardiopulmonary resuscitation guidelines and their outcome measurement tools were in part developed by the American Heart Association. Furthermore, since a high variability was

<table>
<thead>
<tr>
<th>COUNTRY</th>
<th>STUDENTS</th>
<th>YEAR OF COURSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>North America</td>
<td>Undergraduate</td>
<td>First 24.56%</td>
</tr>
<tr>
<td>Asia</td>
<td>Bachelor 85.59%</td>
<td>Second 21.05%</td>
</tr>
<tr>
<td>Europe</td>
<td>Licensed Practical Nurse 1.92%</td>
<td>Third 21.05%</td>
</tr>
<tr>
<td>Oceania</td>
<td>Diploma 5.26%</td>
<td>Fourth 21.05%</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>Advanced Practice Nurse 5.26%</td>
<td>Unspecified 5.26%</td>
</tr>
</tbody>
</table>

Table 1. Studies, students, and simulation characteristics
detected also about measurement methods of self-perceived outcomes, standardizing these measurement tools it could be useful to make results more comparable. Heterogeneity also emerged in the control groups which had received different interventions, e.g. low-fidelity simulation, lecture, audio-listening, problem-based learning or no intervention, further making the results difficult to compare. For this reason, it would be desirable that control groups were exposed only to the traditional training program. As highlighted by other authors [26], to reach a consistent reproducibility in developing and implementing simulation-based educational strategies, shared guidelines are required, and standardized protocols and algorithms are advisable as an integrative part of the learning process. This would also allow conducting a replication of studies currently unavailable.

5 Conclusion

HFPS studies were heterogeneous as regard geographic area, methods, simulation techniques, and control approaches. Most studies have been conducted in the field of critical care and based on cardiocirculatory scenarios, for which the highest standardization of methods and assessment tools was detected. Highlighting the presence of several limitations in the current evidence, this methodological review should stimulate the conduction of best-quality studies in order to add more reliable data to the literature. Specifically, the development of shared guidelines derived from randomized controlled studies performed with adequate sample sizes is expected to recognize the high-fidelity simulation as a valuable adjunct to the traditional training program.
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Abstract. The aim of the current study is to discuss a national platform for evaluating nursing education in Italy by means of a progress test and to compare digital versus paper administration of the test. In 2016, the agency updated the research design, including the domains, the methodological approach, and the tests for both Transversal Competencies (TECO-T) and Disciplinary Competencies (TECO-D). The TECO project aims to construct indicators that reflect the skills developed from the first through the third year of the university degree. For the digital study, 8516 students at 19 Italian university universities were recruited; 5975 students of degree courses in nursing took the electronic TECO, and 4326 used the paper format. Asked to evaluate their satisfaction in completing the TECO, the students found it simple, clear, and understandable, but reported difficulty in answering questions due to a lack of practicality in the paper test. The project encourages the development of shared core disciplinary contents and their compatibility with the Dublin Descriptors; allows the development of disciplinary tests (TECO-D) whose results can be used for self-assessment and inter- and intra-university comparisons; and ensures centralized management of the collection of data.
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1 Introduction

Progress testing is a longitudinal testing approach devised by the University of Missouri-Kansas City School of Medicine and the University of Limburg in Maastricht [1–3]. It is a test of the complete domain of knowledge considered as a core requirement for a medical student on completion of his or her undergraduate program.

The main advantage of the progress test is that it breaks the link between learning and revision [3]. It is widely believed that what is asked in examinations drives what students learn [4, 5].

On this principle, in Italy in 2012, the National Agency for the Evaluation of Universities and Research Institutes (ANVUR) started a project with the aim of testing and monitoring the learning outcomes of Italian undergraduate students (the TEst of
COmpetencies, or TECO). The idea behind this project was to develop an important tool for monitoring the quality of the education process. TECO results are part of the Italian Quality Assurance system in the quality-of-education process. In 2016, the agency updated the research design, including the domains, the methodological approach, and the tests for both transversal competencies (TECO-T) and disciplinary competencies (TECO-D). The disciplinary competencies are now closely linked to the specific educational contents of the students’ program, and as such they can be compared only to those from similar programs. The survey is coordinated by ANVUR with coordinators chosen by the disciplinary groups. The agency provides an electronic platform (CINECA) to the over 8500 students enrolled in the health-professions programs. Meanwhile, with the aim of measuring and comparing the usefulness and versatility of the CINECA platform for the administration of the TECO-T and TECO-D questionnaires, a parallel administration of the same tests in paper form was offered to 4326 nursing students of the Sapienza University of Rome.

The aim of the current study is to discuss a national platform for evaluating nursing education in Italy by means of a progress test and to compare digital versus paper administration of the test. A secondary objective is to evaluate the differences in satisfaction between paper delivery and electronic administration from the point of view of students.

2 Materials and Methods

2.1 Population

The sample was recruited from October 2017 through January 2018 at 19 Italian universities on a voluntary basis of participation. In order for the students to be included in the study, they had to meet the following inclusion criteria:

1. Enrolled at one of the 19 universities participating in the experimental administration;
2. Enrolled in a three-year degree program in nursing;
3. Enrolled in the first, second, or third year, or were graduating students of the November–December or March–April sessions of nursing courses offered in the Italian language.

Exclusion Criteria

1. Students not enrolled at one of the 27 universities participating in the experimental administration;
2. Students not enrolled in a three-year degree program in nursing; or
3. Students enrolled in nursing courses offered in English.

Electronic and/or Paper TECO: In 2016, the agency redefined the research design, including the domains, the methodological approach, and the tests for both Transversal Competencies (TECO-T) and Disciplinary Competencies (TECO-D). The TECO project
aims to construct indicators that reflect the skills developed from the first through the third year of the university degree. The generic/transversal competencies defined by ANVUR are Literacy and Numeracy. The research hypothesis is that these competencies draw on general formative education and are taught throughout the term of higher education, assuring comparable information between institutions and program studies. The disciplinary competencies, by contrast, are closely linked to the specific educational contents of the students’ program and consequently can be compared only with those from similar programs.

**Times of Administration.** The session of the TECO-T is 75 min in total: 35 min for the Literacy module and 40 for the Numeracy module. After the TECO-T, the students answer the TECO-D questions in a session lasting 90 min. Enrollment by students at the Universitaly site takes approximately 10–15 min.

**Prerequisites.** For successful testing, students must be instructed to bring an identity document, their tax code, and Universitaly credentials (if already registered).

**TECO-Cineca Platform.** A CINECA institutional platform was created for the administration of the TECO on skills. The platform includes three persons involved in the process of creation/administration of the test: University contact (the person who prepares the sessions for the administration of the test), Classroom tutor (the person who opens and closes the administration of the test) and the student (who compiles and sends the test data).

### 2.2 Activity of the University Representative

**Reserved Area.** The university contact can access his or her reserved area through the following link: [https://verificheonline.cineca.it/teco/login_ateneo.html](https://verificheonline.cineca.it/teco/login_ateneo.html), inserting the credentials received via email from CINECA (Fig. 1).

![Fig. 1. Reserved area](image-url)
Session Creation. After accessing the reserved area, the university contact can generate the classroom sessions. Sessions can be created by clicking on “Manage Test Session” (Fig. 2).

Definition of Meeting Space and Supervision (Tutors). The university contact must complete all of the fields on the “Insert New Session” screen. The number of available seats is defined by the same university contact during the session-creation phase (Fig. 3).
2.3 Activity of Supervising Tutor

Reserved Area. The supervising tutor can access his or her private area through the following link: https://verificheonline.cineca.it/teco/login_commissione_aula.html, inserting the credentials received from the university contact.

Student List. On the “Student List” page, all students who have been selected are present; the “Status” column makes it possible to monitor the progress of student tests (Fig. 4).

Generation of the Tests. When the system has not associated the test to a student, the classroom tutor must generate the test. By accessing the “Session Enable” menu page, the classroom tutor can define an access key (test password) for the test, enable the session, and communicate the password to the classroom. The system will request confirmation of the operation: “Do you want to proceed with activation of the session for all students?” (who have been registered for the session) (Fig. 5).

---

Fig. 4. Page of student list

Fig. 5. Page of generation of the test
**End of the Test Session.** When all students have completed the test (including students who have completed the test after using the test release), click “End Task” to confirm the conclusion of the test session. The session can no longer be enabled, and absent students can be re-admitted in a new session (Fig. 6).

![Fig. 6. Page of session test](image)

**2.4 Student Activity**

Students must access the area: https://verificheonline.cineca.it/teco/login_studente.html.

**Students Not Yet Registered on Universitaly.** An essential requirement for the test is registration on the Universitaly website. If the student is not registered, he or she can do it directly by clicking on the blue “Subscribe to the test” box on the home page. Through the “Subscribe” button, students not registered on the Universitaly portal will first fill out the regular registration form for Universitaly (first screen) and then the one to register for the test (second screen) (Fig. 7).

![Fig. 7. Page of student](image)

**Test Access.** Once enrolled at Universitaly, the student (in the classroom) will have to access the private area: https://verificheonline.cineca.it/teco/login_studente.html, click on “Subscribe to the Test” (blue box), and access the test by entering its fiscal code and
the password defined by the class tutor. The buttons are present in each phase of the test. The “Summary” page contains: the number of missing answers; a list of answers provided with an indication in red of the missing answers; an explanation of how to return to the last page consulted; and the delivery button to end the current phase. All of the answers are clickable so that the student can access and answer the questions directly or just verify the answer. The “Delivery” button terminates the current phase in a definitive and irreversible way. A confirmation message warns the student of the impossibility of being able to re-enter the current phase: “Attention: By delivering, it will no longer be possible to make changes to this form. Do you want to confirm delivery?”

2.5 Satisfaction Questionnaire

A questionnaire was constructed to investigate through nine questions the students’ satisfaction with the administration of the TECO (Appendix A).

2.6 Statistics Analysis

A descriptive analysis of the student cohorts was carried out, and a t student for independent samples was performed for the evaluation of the differences in satisfaction with the questionnaire. The software SPSS Statistics V22.0 was used.

3 Results

For the digital study, 8516 students at 19 Italian university universities were recruited; 5975 students of degree courses in nursing took the electronic TECO, and 4326 used the paper format. Four hundred eighty-one sessions were opened and 146 classroom tutors were used (Table 1).

<table>
<thead>
<tr>
<th>University</th>
<th>Sessions</th>
<th>Tutor</th>
<th>Nursing electronic TECO</th>
<th>Nursing paper TECO</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>28</td>
<td>13</td>
<td>248</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>12</td>
<td>5</td>
<td>257</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>22</td>
<td>11</td>
<td>266</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>3</td>
<td>160</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>23</td>
<td>6</td>
<td>285</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>19</td>
<td>15</td>
<td>415</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>3</td>
<td>118</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>5</td>
<td>136</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>25</td>
<td>11</td>
<td>102</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>15</td>
<td>4</td>
<td>317</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>28</td>
<td>11</td>
<td>166</td>
<td></td>
</tr>
</tbody>
</table>

(continued)
Data from the qualitative assessments of tests administered through the IT platform are not yet available.

From the evaluation of the students using the paper questionnaire, it emerged that there are no statistically significant differences between the two cohorts of students as regards the simplicity, clarity, and comprehensibility of the contents.

On the other hand, the difference between Question 4 and Question 5 is statistically significant, where the students replied that the electronic TECO is satisfactory with regard to the TECO style and graphics \((p < 0.05)\). As regards the time of compilation, students who responded with the paper TECO are not congruous for 88%.

### 4 Discussion

The progress test generates a great deal of information, and this can be used in a number of ways. Because every student takes the same test, meaningful comparisons can be made between students within the same cohort and between cohorts. When plotted as a line chart \([1, 6]\), this gives a visual aid that is easy to understand for the wide variety of people who support the test, the students, and the medical school as a whole. The role of feedback and the importance it plays in medical schools is not in doubt \([7]\). Progress tests generate a variety of information that can be used \([8]\), and the digital form is indicated as the best.

Due to the number of participants and the lack of digital rooms, it was decided to present TECO in paper format with supervision of students by tutors. The students completed the three questionnaires, and the process was very demanding in terms of commitment, presence, and timing of administration.

From the evaluation of the questionnaire, it emerged that 96% of the students consider TECO very effective to monitor the preparation of students in the degree courses in nursing; 78% consider TECO very useful for the evaluation of degree courses; and 86% find it very useful for the evaluation of preparation. As for the satisfaction of completing the TECO, the students find it simple, clear, and understandable. However, it is difficult to answer the questions due to the lack of practicality of the paper test.

### Table 1. (continued)

<table>
<thead>
<tr>
<th>University</th>
<th>Sessions</th>
<th>Tutor</th>
<th>Nursing electronic TECO</th>
<th>Nursing paper TECO</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>27</td>
<td>27</td>
<td>80</td>
<td>4326</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>1</td>
<td>206</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>8</td>
<td>2</td>
<td>796</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>43</td>
<td>13</td>
<td>179</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>12</td>
<td>3</td>
<td>437</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>28</td>
<td>6</td>
<td>121</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>7</td>
<td>1</td>
<td>1686</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>107</td>
<td>9</td>
<td>4326</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>481</td>
<td>146</td>
<td>5975</td>
<td></td>
</tr>
</tbody>
</table>

Data from the qualitative assessments of tests administered through the IT platform are not yet available.

From the evaluation of the students using the paper questionnaire, it emerged that there are no statistically significant differences between the two cohorts of students as regards the simplicity, clarity, and comprehensibility of the contents.

On the other hand, the difference between Question 4 and Question 5 is statistically significant, where the students replied that the electronic TECO is satisfactory with regard to the TECO style and graphics \((p < 0.05)\). As regards the time of compilation, students who responded with the paper TECO are not congruous for 88%.
5 Conclusion

The project encourages the development of shared core disciplinary contents and their compatibility with the Dublin Descriptors; allows the development of disciplinary tests (TECO-D) whose results can be used for self-assessment and inter- and intra-university comparisons; and ensures centralized management of the collection of data.

A Appendix

1. Do you think it is easy to answer the questions of the paper/electronic TECO?
   □Yes □In part □No
2. Are the contents of the paper/electronic TECO clear?
   □Yes □In part □No
3. Did you understand the contents of the paper/electronic TECO?
   □Yes □In part □No
4. Did you like the way the paper/electronic TECO was graphically designed?
   □Yes □In part □No
5. Are you satisfied with the style of the paper/electronic TECO?
   □Yes □In part □No
6. In your opinion, is the time sufficient to compile the paper/electronic TECO?
   □Yes □In part □No
7. In your opinion, how useful is the TECO for monitoring the preparation of students in the nursing-degree program?
   □Extremely effective □Very effective □Moderately effective □Slightly effective □Not effective
8. In your opinion, how useful is the TECO for evaluating the degree courses in the nursing-degree program?
   □Extremely effective □Very effective □Moderately effective □Slightly effective □Not effective
9. In your opinion, how useful is the TECO for evaluation of your degree-course preparation?
   □Extremely effective □Very effective □Moderately effective □Slightly effective □Not effective
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Abstract. This article describes a new concept of health, originally developed and published in 2014. This model offers a new understanding of health, disease and healing that may be very useful for patient care. In fact, the Meikirch model leads to a new comprehension of health as a complex adaptive system. Systems thinking and complex adaptive systems share a number of components, namely: emergence, self-organization, and hierarchies of interacting systems. Systems thinking, especially with simulation models, facilitates understanding of health as a complex phenomenon. Therefore, the simulation model is becoming an excellent translator of complex problems in easily understandable results. Systemic thinking is a process that can influence cause and effect and prompts solutions to multifaceted tribulations. In conclusion, this paper describes the principles of complementarity and of differences between scientific approaches for systemic thinking and traditional thinking and suggests that it is time for research approaches that fosters a non-mechanistic thinking.
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1 Introduction

Health is defined by the World Health Organization (WHO) as a “state of complete physical, mental and social well-being and not just the absence of disease”; therefore, it is considered a fundamental right of every human being. This concept plays an important role in every State because it determines what a health system must deliver equally to all individuals. As such, it is of fundamental importance to identify and try to modify those factors that negatively affect health, while, at the same time, supporting the positive ones [1]. Health can be considered a constant resource, which allows every human being to lead a profitable life at economic, social and individual levels. The WHO concept of health is very important and always stirs reflections and discussions in the scientific environment. However, the concept of health continues to be accepted, particularly in the biomedical sciences, as a disease-free condition or state [2].
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2 Background

We can consider human beings as an open system. A system that cannot be considered closed, but a complex system with the ability to interact with the external environment in a dynamic and continuous way. The relationships that each individual has in society are fundamental for his/her social life. We do not have to have a vision of the human being as an individual, but as a system of relationships or rather a complex adaptive system (CAS) [3]. Therefore, the quantity and quality of information that each individual is able to receive, communicate and, then, process is important. A human being can be considered a multilevel agent that operates in different environments incessantly and is capable of participating in its own overall and collective development. We can consider our health as a manifestation and result of a myriad of complex inter-relationships in structure and function, both within and throughout many levels of organization—from molecules and cells to systems functioning throughout the body and their interfaces with whole ecosystems [4]. The traditional, “reductionist” view of health care has unquestionably succeeded and led to great progress and remarkable insights, but it may be time for a more integrated approach to integrate traditional nursing. According to some researchers, the science of complexity is simply the next stage in understanding how systems work [5]. In fact, nursing is the tradition of studying systems, seen as connections and interactions within a systems paradigm, and must continue in a modern vision [6]. Therefore, it is important to clarify the meaning of the well-being of each individual in a systemic vision. According to Bircher & Hahn, “Health is a state of well-being emerging from the conductive interactions between the potentials of individuals, the needs of life and social and environmental determinants. Health outcomes throughout the course of life when the potential of individuals and social and environmental determinants are sufficient to respond satisfactorily to the demands of life. The demands of life can be physiological, psychosocial or environmental, and vary between individual and context, but in any case, unsatisfactory answers lead to disease.” [7].

In recent years, the science of complexity has been gradually entering nursing field. This becomes relevant as an explanation of health and disease as different states of a CAS. An understanding of the state of health care requires a complexity science approach, introducing a new dimension to patient care and assistance [8]. According to some Netherlands researchers [9], a systemic approach, such as systemic thinking, incorporates interactions between relevant factors by providing additional information for planning and evaluating health promotion [9].

Precisely for this reason, systemic thinking has been defined as: a process applied to individuals, teams and organizations to influence the cause and the effect where solutions to complex problems are realized through a collaborative effort based on personal abilities compared to the improvement of components and to the complex. The main attributes that characterize systemic thought are: the dynamic system, the holistic perspective, the identification of the model and the transformation [10].

Systemic thinking, therefore, is the ability to recognize, understand and synthesize interactions and interdependencies in a system. This method includes the ability to recognize patterns and repetitions in interactions and an understanding of how actions
and components can reinforce or neutralize each other [11]. In other words, systemic thinking relates the environment of a person to his/her way of acting within a system. In nursing delivery, this implies the nurse understands the assessment of how the components of a complex health care system affect the care of an individual patient [11]. Systemic thinking is an essential attitude for nurses. Even if, this ability is important, there is little knowledge of this thought process, so we need to work towards ensuring that it plays a key role in improving patient care in increasingly complex health organizations. To educate nurses in systemic thinking, it is important to improve their awareness of this topic. Nurses should also be encouraged to see interdependencies between people, processes and services, and to see problems that have occurred as part of a chain of events of a larger system, rather than as independent events. Learning is a dynamic process; as nurses discover new knowledge and build new insights, the development of systemic thinking will help to improve their decision-making processes. For example, in an academic and health setting, nurses can use systemic thinking, both to improve decision-making skills and to improve clinical practice by increasing essential skills.

Systemic thinking, through simulation models, can facilitate the understanding of complex health policy problems. In fact, simulation models educate health professionals to improve their skills, serving as tools capable of translating complex scientific evidence into easily understood results [12]. In this sense, a system that could help clarify what health is, in other words, to propose a valid concept of health to apply to the care of people and public health has been developed by Bircher and Kuruvilla [13], with their Meikirch Model.

3 Aim

The purpose of this article is to summarize the relevant characteristics of the Meikirch Model and to show, in detail, how to apply this Model to better understand patient care. The Meikirch Model is a new definition of health that has all the characteristics of a CAS.

4 Data Source

A bibliographic search, without time limits, was undertaken to retrieve articles published using the following databases: Cumulative Index for Nursing and Allied Health Literature (CINAHL©), PubMed© and Google Scholar©. Once the articles were identified, with the analytical support of ENDNOTE X8 (Thomson Reuters©, New York), duplicates were excluded and articles of interest were selected. Only articles in English were retrieved and included. Furthermore, both the title and the abstract had to contain the following keywords: Meikirch model, health, system thinking, complex adaptive system, nursing. The aim was to identify the evidence in the literature that outlined the concept of health and how this was examined through systemic thinking. Initially, 811 articles were found; after the removal of duplicates, 646 articles were left. The articles found used various research methodologies. The material available was interesting for
the various topics analyzed, above all, those on systemic thinking according to the concept of health. This led to the identification of 278 articles; these articles were then analyzed, focusing on those in which systemic thought and the concept of health were in the title and in the abstract or those which contained contents related to this concept. This led to an analysis and discussion of 10 articles. These were read and re-read analyzed carefully through a content based process (See Fig. 1).

Fig. 1. Flow chart of the data selection process
5 Results and Discussion

The concept of health, when explained as a CAS, offers new perspectives, particularly to nurses and nursing staff. We agree with Bircher & Kuruvilla that the Meikirch Model could lead to significant improvements in the world of health [13]. This discussion seeks to briefly clarify the Meikirch Model, describing its parts and what possible consequences it can have on the individual and his/her health, as well as its possible interactions with nursing.

The Meikirch Model is based on five components—demands of life (LD); biologically given potential (BGP); personally acquired potential (PAP); social determinants of health (SD); and, finally, environmental determinants of health (ED)—and 10 complex interactions (See Fig. 2). This framework allows us to define health and diseases as a CAS. Therefore, according to the Meikirch Model, health can be defined as “a state of dynamic well-being emerging from the interactions conducted between the potentials of an individual, the needs of life and the social and environmental determinants,” [13] while the following can explain disease: The results of health in the course of life when the potentials of an individual and the social and environmental determinants are sufficient to respond satisfactorily to the needs of life, these may be physiological, psychosocial or environmental and they vary between individuals and contexts, but in any case, the unsatisfactory answers lead to the disease [13].

![The Meikirch model](image)

**Fig. 2.** The Meikirch model
Figure 2 also shows five components, while interactions are exposed as double-edged arrows from 1 to 10.

Every human being potentially seeks to satisfy his/her life’s demands. In part, this is due to the biologically given potential, congenital in every person, which has been acquired to a certain extent during a person way of life, and the personally acquired potential. Equity and equality, social concerns, working conditions, autonomy and social participation interact strongly with the needs of life and the potential of the individual, constituting the social determinants of health. We can consider these are the main determinants of health [13]. While the living and working conditions of every human being constitute the environmental determinants of health, sometimes these can have global significance, such as natural resources, climate change and population growth [13]. In nursing, it is especially important to understand the health status of patients in order to improve their essential competence and clinical practice. In this, the Meikirch Model takes on particular importance, as it considers the patient a CAS, with all the properties of a system. All of this is significant because the relationships between CAS and other concepts provide the basis for new perspectives of nursing theory development. In fact, this discussion provides us with further elements to outline the CAS concept within nursing, developing different theoretical perspectives of the discipline itself, which can be used in different clinical and academic fields [3]. For the most part, nurses analyzing CASs in particular, have the opportunity to redesign clinical and academic practice, integrating them with theories and models used by other health professionals, in order to solve and simplify complex problems, such as the state of health. At an academic level, for example, in simulation labs, systemic thinking increases the initial perceptions of students and teachers, as well as expands their capacities for critical thinking, inter-professional communication and laboratory operations [14, 15]. In addition, new computational tools are emerging, ranging from computational simulation to analysis of social networks to data mining. For example, in computational modeling, a number of tools are interconnected and developed to answer questions about the functioning of CASs, including the behavior of individuals in those systems, which cannot be addressed using other traditional research methods [16]. In the care of patients who do not have the capacity to develop systemic thinking, understanding of health remains fragmented, creating factors that are harmful to patient safety. Therefore, the lack of systemic thinking creates a negative care treatment environment in which the patient is seen as the passive recipient of care; this creates additional deficits in the whole system, in terms of cost of care, financial burdens, mortality, morbidity and decline of the patient satisfaction [10]. Through systemic thinking, we can organize, model, guide and, finally, build a conceptual model, offering a vision through which we can focus on ideas and relationships [17]. Applying the principles of systemic thinking and CAS in nursing care and using a new model (See Fig. 3), opens up new ideas of thought and study, offering insights and new points of view.
6 Conclusion

The Meikirch Model is a theoretical framework based on scientific evidence. Compared to other definitions of health, the model seeks to understand the concept of health in a rational way by offering innovative opportunities [13]. It further tries to combine both the concept of health and illness. The theoretical framework the model provides is in line with the theory and practice of evidence-based medicine and nursing. In addition, the care is centered on the person, offering the opportunity for each individual to self-motivate and, therefore, to improve their health [18]. Until today, traditional nursing has not dealt with health care in a rational manner, but instead has used an intuitive process, which has not provided new evidence to better comprehend the concept of health. In the care of patients who do not have the capacity to develop systemic thinking, the understanding of health remains fragmented, creating factors that are harmful to patient safety.
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Abstract. Nursing students at the end of their studies are supposed to own skills that allow them, in a short time, to act effectively and safely. Therefore, it is of primary importance that during the training period they have the opportunity, under protected conditions, to practice the management of scenarios realistically representative of the clinical setting.

High-fidelity simulation workshops, aimed to provide adequate skills in the management of vital criticality, represent innovative and exciting learning tools, thanks to teaching method and forefront technology involved. The laboratory activities included allow the students to completely descend in simulated scenarios either by the use of computerized interactive cases and by computerized manikins. In our study both these types of simulation laboratories were proposed to 3\textsuperscript{rd} year Nursing students attending the academic years 2015/2016 and 2016/2017. The survey administered to both groups at the end of the workshop revealed a highly positive feedback towards this innovative teaching approach that allowed the students to understand the correlation between pseudorealistic simulations and theoretical notions learned during lectures.

The experience built through this two-year study allowed us to lay the bases for further studies on this topic.

Keywords: Simulation • High fidelity • Baccalaureate nursing education
Vital criticality

1 Introduction

1.1 Background

The complexity of current clinical settings requires that Nursing students, at the end of their studies, acquire skills that make them able, in a short time, to act effectively and
safely [1]. As early as during the training, students are supposed to have the opportunity, in a protected context, to experience themselves with the management of scenarios adequately representative of clinical contexts. Today more than ever, limiting knowledge to just transmission of theoretical notions means limiting professional education, depriving it from the relational, negotiating, and emotional features typical of the relationship between nurses and patients. Simulation is a teaching strategy that allows students to experiment with this complexity, by simultaneously and effectively acting the different types of professional skills, such as technical-gestural, communicative-relational, organizational-management expertise and diagnostic thinking [2].

Indeed, through the reproduction of real, dynamic, complex and unpredictable situations, simulated scenarios require the students to completely descend into the specific situation and to show their skills in decision-making, problem solving, definition of priorities, and contextually in managing emotions and participating in team work [3]. Combining active teaching methods with traditional approaches makes it possible to apply the contents of the theoretical lessons to concrete problems to be solved. This allows the students, as future professionals, to make decisions in a protected setting where mistakes are a source of learning as well [4].

Two types of simulations are reported in the literature: Low and High Fidelity. Traditional simulation in form of static manikins, partial task-trainers and role-playing is defined as Low Fidelity because it does not reproduce authentic scenarios and allows the acquisition of skills and knowledge related only to specific areas, such as hygiene, elimination needs (urinary catheters), nutrition (nasogastric tube), mobilization, peripheral vein cannulation, oxygenation therapy, injection and wound care. Electronic patient is the most complete type of simulation and can be either manikin-based or virtual reality-based, with sophisticated computer control that can provide various physiological parameter outputs replicating several clinical environments. High-fidelity simulation technique mimics essential aspects of a clinical situation in the three major dimensions of fidelity: physical, psychological and conceptual [3, 5]. In a high-fidelity simulation, the use of a software allows the student to manage ongoing care scenarios, modifying the behavior of the simulator and of the actors involved. The student can interact with such virtual or simulated reality and has the possibility to direct its evolution, based on the decisions made. These processes depend on the capability to simultaneously put into practice different skills of professional knowledge which consist in “know-how” (knowledge and application of specific theoretical content), “know how to do” (effectively acting technical-gestural skills), “knowing how to be” (ability to self-control emotions and work in a team), “knowing how to become” (being able to self-evaluate and learning from own mistakes) [6].

1.2 Context of the Study

In Nursing Degree Course, laboratory activities are planned with the intent to emphasize the experience and the use of active teaching methodologies [7]. During the laboratory activity, the tutor - a professional nurse with advanced skills in clinical and pedagogical settings - sets up the learning through the experience made. Indeed, according to Kolb, experience is to be intended as the moment in which the learner is drawn into the practice (experiential learning). Experience creates learning through a
continuous and mutual exchange of inputs and feedbacks on perceptions and reactions to the experience itself, in order to redefine inadequate attitudes and enhance constructive behaviors.

In the 3rd Year of the degree course, the laboratory activities are aimed to allow the students to experience in the management of clinical, relational, and organizational complexities, in particular in vital criticality, providing a training path (workshop) that combines and integrates multiple phases in a systematic sequence: (1) a lecture phase (course in Nursing in Critical Area), with students being provided with specific disciplinary contents; (2) a laboratory activity where students individually interact in a virtual scenario on a computer platform, avoiding the emotional component; (3) an advanced laboratory activity of a critical event, with the use of a computerized manikin, requiring the students to manage the event, their own and others emotional experiences and the inter-professional integration.

This workshop aim to allow the students: (i) to apply the systematic method learned through the lecture phase, while evaluating the patient; (ii) to implement skills such as diagnostic thinking and decision making; (iii) to carry out technical-gestural interventions; (iv) to coordinate own actions with those of other professionals; (v) to remain lucid during the situation by controlling own emotions.

1.3 Aim of the Study

Our study describes (a) the laboratory experience with the use of high fidelity simulation proposed to the 3rd year students attending the Academic Years (AYs) 15/16 and 16/17, and (b) the results of the survey to measure their level of satisfaction about the laboratory experienced with high fidelity simulation.

2 Study Design

A descriptive observational study was conducted for 2 AYs (15/16 and 16/17). 156 students (83 in the AY 15/16 and 73 in the AY 16/17, respectively), experienced 2 laboratory activities with the use of high-fidelity simulation during the 2nd semester.

Inclusion criteria were students at the 3rd year of the Nursing Degree Course in Reggio Emilia. No students were excluded from the project; however, it could happen that a student was not present the day of the laboratory. In this case, in the result section, n indicates the students who were present the day of the laboratory and effectively experienced the high fidelity simulation activity.

At the beginning of each AY, all students were informed that their evaluation on the laboratory activities would have used for a research study that was approved by the President of the Degree Course. All students agreed to be part of the study.

The laboratory activity on computer platform was addressed to groups of 15 students each time. It involved the use of computerized interactive cases, which were presented in a repetitive way, for a total of 5 h. It was performed in a dedicated room equipped with 15 PC workstations. The software consisted in 8 modules, each of them containing 5 different possible scenarios for a total of 40 interactive cases. At the beginning of the workshop, the tutor explained the use of the software and showed a
guided simulation through one of the potential scenarios. Then, each student was given
the time to practice independently, for about 2 h, on an own chosen scenario. In the
management of the scenario, the student was required to activate a clinical thinking in
order to define the data to be collected, the actions to be done and how to perform them.
Using the computer system, the real situation is rebuilt in three dimensions, with actors,
devices and action timelines. The student is required to interact with this 3D recon-
struction and modify it, based on the choices made. When the student has accomplished
the management of the scenario, the software provides a detailed report showing the
correctness and completeness of each decisions taken, with regard to data collected and
carried out interventions. The student is not allowed to start a new scenario before a
minimum of 72% of decision taken are correct in the formerly executed one. The first
laboratory activity ends with a debriefing session, conducted by the tutor to stimulate
critical thinking regarding the decisions taken, the difficulties encountered and the
performance score. According to self-assessment and level of awareness about own
areas of improvement, the students were given the opportunity to continue self-training
with other scenarios.

The laboratory activity performed with the use of a computerized manikin was
addressed to groups of 20 students each time, in a repetitive way, for a total of 5 h. The
clinical situation of a patient with progressive respiratory failure was simulated. The
scene took place in an in-hospital room, with actors playing roles as follows: the
computerized manikin representing the patient, the tutor playing the medical doctor and
two students acting the part of the nurses. The other students were observers of the
simulation. Based on the parameters of the manikin – undergoing edits by a second
tutor who acted as an observer during the simulation – the nursing students were
required to collect data, attribute meaning to the data collected, and interact with each
other or with the doctor, in a coordinated fashion, for the implementation of the
interventions. At the end of the simulation, the tutor guided the students pondering on
the experience just ended, through the following questions: how did you feel? what did
you observe? what knowledge did you put into effect and what one should you have
used? what difficulties did you encounter? if you could repeat the simulation, what
would you have done differently?

The learning generated during the thinking moment consolidate the experience
made, allowing students to identify the thoughts that have oriented their actions, the
mistakes made, the corrective for future (live or simulated) experiences, and to pre-
figure the skills related to the professional role [8].

At the end of the workshop, a satisfaction survey was administered to the students,
through 5 closed questions, using the Likert scale that ranges from ‘Not satisfied’ (Not
at all/Little) to ‘Extremely satisfied’ (Very much/Completely), or the dichotomous
template ‘Yes’, or ‘No’. The survey also contained an open question (“in case this
workshop were proposed again, would you...”) which offered the students the
opportunity to provide suggestions, personal notes, expectations, unfulfilled
expectations.
3 Results

3.1 Laboratory Activity on Computer Platform

77/83 (92.8%) students in AY 15/16 and 72/72 (100%) students in AY 16/17 (Fig. 1) declared they were able to understand the correlation between the simulated experience and contents of the course of Nursing in Critical Area.

![Fig. 1. Students’ level of understanding about the correlation between the simulated experience and the contents proposed in the course “Nursing in Critical Area”.

74/83 (88%) students in AY 15/16 and 65/72 (89%) students in AY 16/17 declared that the teaching method proposed favored “extremely” the learning (Fig. 2).

![Fig. 2. Level of students’ satisfaction with the use of interactive computerized cases]
The contents of the proposed first laboratory activity were considered useful for the future professional role for 70/83 (84%) students in the AY 15/16 and for 68/72 (94%) students in the AY 16/17 (Fig. 3).

![Graph showing the usefulness of the proposed contents for the future professional role.](image)

**Fig. 3.** Usefulness of the proposed contents for the future professional role

When openly asked to, the students of the AY 15/16 answered, in an almost univocal way, that a longer-time simulation and/or more sessions of the laboratory experience were needed as early as in the first semester. Moreover, they requested the possibility of practicing at home with the software, while one student highlighted the need to receive previously indications about specific contents required for each scenario. Another student reported that this teaching approach should not be limited to the vital criticality area, but other contents/areas should be included in the project.

Students in the AY 16/17 agreed with those of the previous AY, declaring that more time should be spent for this laboratory activity and that they would have appreciated the possibility of practicing at home with the same software. One student expressed the need for a greater variability of the cases. Another student reported that he would have had all students working independently but on the same scenario, and having the tutor indicating the right actions that they were supposed to put in act step-by-step; therefore, his idea is that individual exercise was poorly useful due to the fact that mistakes were not sufficiently discussed at the time they were made.

### 3.2 Laboratory Activity with the Use of a Computerized Manikin

A total of 81/83 (98%) students in AY 15/16 and 70/70 (100%) in AY 16/17 declared that they were able to understand the correlation between the simulated scenario and the contents proposed in the course of Nursing in Critical Area (Fig. 4). The teaching methods applied encouraged the learning process. In particular, the use of a computerized manikin “extremely” favored the learning process, according to 77/83 (92%) students in AY 15/16 and to 68/70 (96%) in AY 16/17 (Fig. 5).
In addition, the use of role-playing “extremely” favored the learning process, according to 70/83 (84.3%) students in AY 15/16 and to 67/70 (96.7%) in AY 16/17 (data not shown). The contents of the proposed second laboratory activity were considered useful for the future professional figure by 80/83 (96.4%) students of the AY 15/16 and by 69/70 (98.6%) of the AY 16/17, respectively (data not shown).

When openly asked to, the students of the AY 15/16 answered, in an almost univocal way, that a longer-time simulation and/or more sessions of the laboratory experience would have been useful. Moreover, they expressed the need for more than one role-playing, thus allowing all the students to participate as actors, at least once. These observations were raised by the students of AY 16/17 as well. In addition, two students suggested to perform more laboratory experience and more simulations, including different areas of expertise and with progressively increasing difficulty level.

4 Discussion

Our results show how students recognize in simulations a teaching strategy that has favored (very/completely) their learning process. Students suggested extending this teaching methodic to learn skills as soon as in the first year of the nursing degree course. In the specific relation to interactive computerized cases, students wish to have the possibility to exercise on their own PC having the software and the different scenarios available. Several studies show indeed that both students’ satisfaction and student’s confidence in themselves increase if simulations are proposed repetitively and for several consecutive years [8].

The simulation is considered a learning strategy useful to prepare nurse students to their future professional role. This suggests that: (i) the competencies performed by the students during the 2 laboratory activities of high fidelity simulation are specific and fundamental for their professional identity, and (ii) the proposed scenarios are adequate representation of the reality allowing students to dip themselves in a realistic, although

Fig. 4. Students’ level of understanding about the correlation between the simulated experience and the contents proposed in the course “Nursing in Critical Area”.
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simulated, scenarios [8, 9]. Based on results obtained, we have proposed high fidelity laboratories to the 3rd year students of the current AY (17/18).

More robust study design will be necessary to analyze deeper and with more details the results of this, just descriptive, study. In particular, it would be interesting to better understand how simulation favors learning and whether experience learning correlates with better performance in clinical placement.

The limit of this study is related to the fact that a validated tool for this type of study does not exist, as already noted by Levett-Jones et al. [10]; therefore, data are collected using a non-validated implement.

5 Conclusions

The simulation workshops, aimed to the acquisition of skills in the management of vital criticality, represent an innovative training strategy thanks to the teaching methods and the high-level technology used. These simulation workshops intend to provide the future nursing professionals with appropriate skills, in order to cope to the complexity of care and organization-management of the clinical settings.

With the use of innovative and endearing teaching methods, the proposed laboratory activities allow the students to completely descend into the simulated scenarios (virtual reality in 3D and pseudo-reality under equipped settings with a computerized manikin). Moreover, such workshops allow the student “to act as if…”, by feeling themselves stimulated to implement all the skills and behaviors that the situation requires, as well as to build in a safe setting their own learning through the mistakes.

Fig. 5. Level of students’ satisfaction with the use of computerized manikins
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